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Abstract. We present a measurement of the produc-
tion of muon pairs in 194 GeV/c n~ -tungsten inter-
actions. A sample of 155,000 events with mass high-
er than 4.07 GeV/c? has been used to determine the
differential cross-section as a function of the scaling

variables }/7 and x;.

Although many observed features of dilepton pro-
duction by hadrons have been understood in terms
of a “naive” parton model [1] and QCD, there re-
main several open questions, namely the absolute
magnitude of the cross-section and the effects of the
anticipated scale-breaking. To study these important
subjects, we are performing an experiment with
greater statistics than previously available and with
careful control of systematic errors.

In this Letter we report a measurement of the
absolute cross-section for the production of massive
muon pairs by 194 GeV/cn~’s on tungsten, based on
a sample of 155,000 events with M >4.07 GeV/c?> (M
is the muon-pair mass). The dependence of the
cross-section as a function of the scaling variables
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]/ =M /ﬁ (]/s is the total energy in the centre of
mass) and Feynman x, is studied.

The apparatus [2] has an acceptance covering a
large domain in mass and rapidity, namely
M=24GeV/c? and —0.15<y<09. A high lumi-
nosity was obtained by the use of a very intense
beam [(1 to 2)x10° n~ per 2s burst] on a heavy
nuclear target (a 12cm tungsten rod). The combi-
nation of large acceptance and high luminosity al-
lows a differential analysis of events even more mas-
sive than the Y, a region heretofore unexplored with
pion beams. Special emphasis was given to the de-
termination of both the beam intensity and the
chamber and trigger efficiencies so as to minimize
systematic errors in the absolute value of the cross-
section.

The experiment was carried out at the CERN
Super Proton Synchrotron (SPS) with the spectrom-
eter shown in Fig. 1. The unseparated n~ beam
5% =, 449 K-, 0.6% p) had a momentum bite
of £10% and an average intensity of 1.3x10° ™
per burst. Beam that did not interact in the target
was dumped into a tungsten and uranium plug
120 cm downstream from the target centre. This dis-
tance is large compared to the vertex resolution
along the axis (6 <21 cm) and thus the data are not
contaminated by events from the beam dump. A
carbon-iron absorber of 13.4 1%, starting 40cm
downstream from the target centre, surrounds the
beam-dump plug. The spectrometer magnet is an
air-core toroid with hexagonal symmetry which de-
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termines the geometrical structure of the multiwire
proportional chambers CP and the scintillation
counter hodoscopes R located upstream and down-
stream {rom the magnet. In this Letter, only data
where both muons traversed the air sectors of the
magnet are reported.

A fast first-level trigger requires the detection of at
least one muon pointing to the target in at least two dif-
ferent sextants. Only muons with transverse momen-
ta p, above 800 MeV/c and pairs of mass greater
than 2.4 GeV/c? are accepted by this first-level trig-
ger. As these criteria are easily fulfilled by high mul-
tiplicity events, a second-level trigger, implemented
with a microprocessor system [3], rejects events
when the number of wires or counters which fire ex-
ceeds some preset value. The inefficiencies induced
by this second-level trigger are continuously moni-
tored by accepting a small subsample of flagged first-
level triggers. The analysis of this subsample
shows that these cuts result only in a loss of 0.5%, of
the events of the final sample under standard con-
ditions (1.3 x 10° =~ per burst).

In the off-line processing, tracks are reconstructed
for the downstream and upstream chamber tele-
scopes. The segments found in these two telescopes
have to be validated by the scintillation counters;
this requirement removes time-accidental tracks. The
momenta are determined with an iterative algorithm
which uses a measured field map; the momentum
accuracy is better than 2%, independent of p,. Cor-
rections for the energy losses in the hadron absorber
and in the target are applied. A further selection of
the tracks is made with a momentum-dependent al-
gorithm which is based on the distance between and

Fig. 1. Upper half: side view of
the NA 10 spectrometer. Lower
half: front view of the detectors
and of the magnet

the coplanarity of the upstream and downstream
segments of a complete track candidate in the mag-
net midplane, and on the distance between the up-
stream segment and the beam axis at the target.
These constraints reduce the number of like-sign
events (which at this level are mostly random asso-
ciations of tracks) by a factor of 7, whereas they re-
sult in a 1.5% loss of opposite-sign events. The ver-
tex is determined from the two muon directions
downstream from the absorber, taking into account
the multiple scattering in the absorber, the muon
momenta, and the finite size of the beam. The result-
ing mass resolution is 3% at M =10 GeV/c%.

The counter and trigger efficiencies were periodi-
cally determined in dedicated runs, during which
special hodoscopes P1 and P2 (see Fig. 1) provide a
trigger independent of the elements of the standard
trigger. This combined counter and trigger efficiency
is 96 %. The overall reconstruction efficiency was de-
termined from a special analysis of the data. Two
per cent of the events were lost owing to chamber
inefficiencies, and 1.5% owing to the reconstruction
algorithm. These and the previous factors corre-
spond for an intensity of 1.3 x 10° n~ per burst to an
overall efficiency of (91+35)9%; for the highest inten-
sity available, i.e. 2 x 10° n~ per burst, this decreases
to 83 9%.

As already pointed out, special attention was de-
voted to the measurement of the absolute beam in-
tensity. Two ionization chambers filled with argon,
located in the beam, measured the flux. Three inde-
pendent scintillation-counter telescopes, perpendicu-
lar to the beam, monitored the targeting efficiency.
The relative calibration of the ionization chambers
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Table 1. The number of opposite-sign events, like-sign events, and acceptance as a function of M and x,. The Y region is included. The
acceptance (Acc.) in this region has been calculated in the same way as in the continuum region

M XF ] ’TRT A Acc. M T XF e T;t*y“,;&-u ‘—[ Acc.
(Gev/el) %) [GeV/c?] (%]
4.07-4.66 -0.1-0.0 2067 21 1.19 8.93- 9.57 —0.2--0.1 17 o 1.0

0.0-0.1 10603 102 5.65 —0.0- 0.0 106 0 4.3
0.1-0.2 16464 106 8.63 0.0- 0.1 249 0 2.0
0.2-0.3 13383 57 7.80 0.1- 02 452 0 9.4
0.3-0.4 6576 21 4.60 0.2- 0.3 596 0 13.2
0.4-0.5 1422 s 1.23 0.3- 0.4 584 0 14.5
| 0.4- 0.5 473 0 13.7
4.66-5.26 -0.1-0.0 1414 7 1.65 0.5- 0.6 243 6 10.8
0.0-0.1 6077 24 6.33 0.6- 0.7 112 0 6.7
0.1-0.2 9465 28 10.07 0.7- 0.8 28 0 8.1
0.2-0.3 9088 16 10.04 — f—————
0.3-0.4 5437 3 6.91 9.57-10.22 -0.2--0.1 16 0 1.3
0.4-0.5 2122 4 3.20 -0.1- 0.0 79 0 3.9
_ 0.0- 0.1 162 1 6.8
5.26-5.85 ~0.1-0.0 930 2 2.00 0.1- 0.2 325 0 8.2
0.0-0.1 3394 9 6.24 0.2- 0.3 388 0 11.4
0.1-0.2 5675 12 10.30 0.3- 0.4 465 0 13.8
0.2-0.3 5879 s 11.03 0.4- 0.5 329 0 1.9
0.3-0.4 4164 i 8.51 0.5- 0.6 87 0 9.9
0.4-0.5 2149 1 5.15 0.6- 0.7 60 0 8.0
0.5-0.6 561 0 1.82 0.7- 0.8 16 0 12.0
5.85-6.45 -0.1-0.0 690 1 2.62 10.22-10.88 -0.2--0.1 9 0 1.7
0.0-0.1 2070 2 6.61 -0.1- 0.0 40 0 3.9
0.1-0.2 3452 3 10.28 0.0- 0.1 93 2 6.6
0.2-0.3 3879 2 11.95 0.1- 0.2 123 0 8.7
0.3-0.4 2942 0 10.36 02- 03 200 0 10.2
0.4-0.5 1764 0 6.73 0.3- 04 201 0 12.5
0.5-0.6 710 o 3.7 0.4- 05 190 0 12.3
0.5- 0.6 113 0 115
6.45-7.06 -0.1-0.0 447 1 2.93 0.6- 0.7 45 0 7.1
0.0-0.1 1264 1 6.88
0.1-0.2 2099 2 10.57 10.88-12.25 -0.2--0.1 8 0 3
0.2-0.3 2509 2 12.24 -0.t1- 0.0 21 0 5
0.3-0.4 2134 0 11.20 0.0- 0.1 43 0 7
0.4-0.5 1355 0 8.35 0.1- 0.2 86 0 16
0.5-0.6 680 0 5.27 0.2- 03 132 0 11
0.6-0.7 204 1 2.37 03- 04 157 0 12
0.4- 0.5 143 0 1
7.06-7.68 ~0.1-0.0 268 0 3.32 8‘2_ 8? ;Z 8 1;
0.0-0.1 758 0 6.77
0.1-0.2 1283 0 10.78
0.2-0.3 1620 0 12.83 12.25-13.68 -0.2--0.1 2 0 H
0.3-0.4 1436 0 12.83 —0.1- 0.0 5 0 7
0.4-0.5 1033 0 9.90 0.0- 0.1 11 0 10
0.5-0.6 522 0 7.16 0.1- 0.2 2] 0 9
0.6-0.7 223 0 4.24 0.2- 03 36 0 10
0.7-0.8 38 1 1.36 0.3- 0.4 35 0 11
0.4- 0.5 22 0 9
7.68-8.30 ~0.10.0 175 0 4.0 05- 06 14 ¢ o
0.0-0.1 456 0 7.0
0.1-0.2 808 0 10.1 13.68-15.19 -0.1- 0.0 2 4] 5
0.2-0.3 1006 0 13.3 0.0- 0.1 2 0 3
0.3-0.4 962 0 13.3 0.1- 0.2 5 0 8
0.4-0.5 752 0 11.6 0.2- 03 3 0 5
0.5-0.6 402 0 8.2 0.3- 04 4 0 9
0.6-0.7 190 0 5.2 0.4- 0.5 1 0 4
0.7-0.8 38 0 2.8 05- 0.6 1 0 4
8.30-8.93 -0.1-0.0 127 0 4.0
0.0-0.1 306 0 7.3
0.1-0.2 478 0 10.0
0.2-0.3 672 0 12.2
0.3-0.4 659 0 14.3
0.4-0.5 517 1 13.2
0.5-0.6 306 0 9.6
0.6-0.7 121 0 7.6
0.7-0.8 48 0 4.9
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Table 2. The cross-section 42 o/d]/;dxf integrated over each ]/;—xp cell as a function of ]/; and x;. The ¥
region has been excluded. The integrated luminosity is L=(8.58 +0.53) x 107 [cm?/W nucleus] !

Vr XF do/dVrdxe B V7 ¢ d?a/dVrdxp
[nb/nucleusj [nb/nucleus}
0.21-0.24 ~0.1-0.0 (2.03£0.08) 0.36-0.39 ~0.1- 0.0 (0.094 +0.007)
0.0-0.1 (2.19+0.03) 0.0- 0.1 0.1300.006
0.1-0.2 (2.22+0.02) 0.1- 0.2 0.139£0.005
0.2-0.3 (2.00£0.02) 02- 03 0.147+0.005
0.3-0.4 (1.66 +0.03) 03- 0.4 0.130+0.005
0.4-0.5 (1.34+0.05) 0.4- 05 0.121:+0.005
0.5- 0.6 0.085+0.005
0.24-0.27 -0.1-0.0 (1.000.04) 0.6- 0.7 0.061+0.005
0.0-0.1 124002 0.7- 08 0.033 +0.007
0.1-0.2 1.09+0.02
0.2-0.3 1.0540.01 0.39-0.42 -0.1- 0.0 {0.051 +0.005)
0.3-0.4 0.92+0.02 0.0- 0.1 0.076 +0.005
0.4-0.5 0.752:0.02 0.1- 0.2 0.093 +0.004
02- 03 0.088 +0.004
0.27-0.30 -0.1-0.0 (0.54:+0.02) 03- 04 0.084+0.004
0.0-0.1 0.6340.01 04- 0.5 0.075+0.004
0.1-02 0.64.£0.01 05- 0.6 0.057 +0.004
0.2-0.3 0.62+0.01 0.6- 0.7 0.042.+0.004
0.3-0.4 0.57+0.01 0.7- 0.8 0.016+0.003
0.4-0.5 0.49+0.01
0.5-0.6 0.36:+0.02 0.54-0.60 -0.2--0.1 (0.0033 0.0017)
~0.1- 0.0 (0.0053 +0.0014)
0.30-0.33 ~0.1-0.0 (0.310.01) 0.0- 0.1 0.00710.0014
0.0-01 0.3640.01 0.1- 0.2 0.0105 +0.0015
0.1-0.2 0.3910.01 02- 03 0.0142+0.0017
0.2-03 038001 0.3- 0.4 0.0156+0.0017
0.3-0.4 03350.01 0.4- 0.5 0.0156+0.0018
0.4-0.5 03150.01 0.5- 0.6 0.0084 + 0.0013
0.5-0.6 0.2240.01 0.6- 0.7 0.0041 £ 0.0011
0.33-0.36 ~0.1-0.0 (0.178+0.010) 0.60-0.66 -02--0.1 (0.0019£0.0019)
0.0-0.1 0.214:+0.008 -01-00 (0.0009 £ 0.0008)
0.1-0.2 0.231 +0.007 0.0- 0.1 0.0013 +0.0006
0.2-0.3 0.239+0.007 0.1- 02 0.0028 £ 0.0008
0.3-0.4 0222 5 6.007 02- 03 0.0042 0.0010
0.4-0.5 0.189%0.007 03- 0.4 0.0038+0.0009
0.5-0.6 0.150:£0.007 04- 6.5 0.6028+0.6009
0.6-0.7 0,100+ 0.009 0.5- 0.6 0.0017 0.0006
0.66-0.72 -0.1- 0.0 (0.0004 +0.0004)
0.0- 0.1 0.0009 £0.0009
0.1- 02 0.0008 + 0.0007
02- 03 0.0007 + 0.0006
03- 0.4 0.0005 + 0.0005
04- 05 0.0003 +0.0003
| 0.5- 0.6 0.0001 £ 0.0001

was performed periodically by activating carbon
foils at the running intensity*. The *C decay rate
was determined with a Nal detector calibrated to
+2.59%. The absolute calibration was obtained in
two ways:

a) at low flux (10° to 107/s) by measuring the
beam intensity directly with scintillation counters;

b) at the running flux by activating carbon foils
with 400 GeV protons (using the known p—*!C
cross-section [47).

The two methods agreed well, yielding a beam
calibration accurate to +49%.

The beam spot was monitored at the target with
a wire chamber with current integration readout.

* V. Agoritsas, A. Miiller and A. Regelbriigge are warmly
thanked for their special assistance in these measurements

The actual spot size was determined by the acti-
vation of 1mm wide carbon foils and yielded a
FWHM of 0.5cm. The target diameter is 1.8 cm so
that the survey of the beam position with the beam
wire chamber ensures full targeting efficiency.

Within the spectrometer acceptance, J/y’s are
about twenty times more abundant than events with
M >4.07 GeV/c*. The overall efficiency and the run-
ning conditions could therefore be continuously mo-
nitored through the absolute J/ yield both on-line
and off-line.

The smearing function, which correlates the true
value of the variables with the measured one, and
the acceptance in the variables J/t and x, were de-
termined with a Monte Carlo simulation program
and the same reconstruction program as used for the
data. The dimuons were generated with:
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Fig. 2. a Plot of d° rr/d]/r dxg for five intervals in ]/r. The param-
eters of the valence pion structure function and the absolute nor-
malization were fitted to the data using the Drell-Yan formalism
and the structure function parameters of the nucleon and the pion
sea of [13]. The fitted parameters were o, =0.40+0.02, § =117
+0.03, and (K)>=249+0.06. The full line represents the predic-
tions of the “naive” Drell-Yan model multiplied by 2.49. b Plot of

M3do/dM integrated between 0<x,<0.5 as a function of 1/; and
M. The mean ]/s of the data is equal to 19.1 GeV. The partial
nature of this cross-section is emphasized by the quotation marks

in the figure. The full line represents, as in a, the “naive” Drell-
Yan model multiplied by 2.49
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a) a uniform distribution in ¢, the azimuthal de-
cay angle;

b)a 1+/4cos?0 distribution in the centre of
mass of the dimuon with A=1, where 6 is defined in
the Collins-Soper frame [5];

¢) a dimuon transverse momentum (F;) distribu-
tion as given in [6];

d) a generating function f (]/;, xp), which is es-
sentially the Drell-Yan cross-section using the Buras-
Gaemers [7] parametrization of the structure func-
tions.

The measured momentum and spatial distri-
butions of the #~ beam were allowed for. The Fermi
motion, the dominant term in the smearing function,
was taken into account following [8], but cut at
0.4 GeV/c. This smearing in s, the acceptance in s,
and the s dependence of the production, when con-
voluted, induce a distortion in the ]ﬁ (or mass)
spectrum (with respect to the spectrum correspond-
ing to a sharp s). The distortion may be illustrated
by the relation )/t=M/)/s(M), with /s(M)=19.4
—0.04x M+0.01 x M2 This particular relation is
obtained from Monte Carlo studies. Similar effects
in x, occur but are less important. Full details of the
analysis can be found in [9].

The Monte Carlo sample consists of 10° accept-
ed events satisfying the same trigger requirements
and selection criteria as the data. We verified that
the simulated distributions agreed globally with the
observed omnes for the three variables ¢, 0, and B,
which were integrated over for the calculation of the

two-dimensional acceptance in /¢ and x,. Because
the acceptances in P. and ¢ are essentially flat, the
integration over these variables is rather insensitive
to the assumed distributions. A preliminary investi-
gation [10] of the angular distributions indicates
that A differs from 1 only for M <7 GeV/c* and
x;>0.6 (x, =fractional antiquark momentum in the
pion). Since this class of events represents only 4%
of the total, the impact on the acceptance is negligi-
ble.

The present measurement is based on 155,000
opposite-sign dimuon events with M >4.07 GeV/c?,
which satisfy the selection criteria described above.
About two thirds of the data were obtained with a
12cm long W target, and one third with a shorter
target (5.6 cm); their comparison shows no appreci-
able secondary interaction effects for x,>0. Back-
ground may be evaluated from the 444 like-sign
events. The latter may be attributed to: i) heavy fla-
vour production, ii) random association of two un-
correlated muons, iil) pion “punch-through”, or iv)
multiple pion production with subsequent decay of
two pions to muons. Under the extreme assumption
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that all like-sign events were due to heavy flavour
production and that their corresponding opposite-
sign contribution was ten times greater [11], the re-
sulting contamination would be less than 6% in the
worst region, i.e. M <4.7 GeV/c?; however, a simple
estimate indicates that all our like-sign events can be
explained in terms of (iv).

The number of opposite-sign dimuons, the num-
ber of like-sign dimuons, and the acceptance with
the effect of smearing folded in are displayed in
Tablel as a function of M and x,. For
M >10.9 GeV/c? there are 852 events, without any
like-sign background.

The cross-section is obtained from the observed
distribution of events by deconvolution, i.e. by vary-
ing the parameters of the function f (]/ T,Xp) iter-
atively until the data are reproduced. Only those
cells are considered where the acceptance is greater
than 19%. The absolute normalization is obtained
with the luminosities and overall efficiencies corre-
sponding to each run. In Table2 the cross-section
d*6/d)/tdx, in nanobarns/W nucleus at /s
=19.1 GeV 1is presented as a function of the vari-

ables }/7 and x,. The quoted errors are statistical
only, and no backgrounds have been subtracted.
Our systematic errors are dominated by the uncer-
tainties in the flux (£49%,), in the efficiencies (+5 %),
and in the absorption cross-section for W [12].
Because of possible background contamination, the
uncertainties in the differential cross-section for

]/ 1 <0.24 are comparable to, or even larger than, the
statistical errors. In view of possible reinteraction ef-
fects, the same holds for the points with x;<0. For
these reasons, the corresponding cross-sections are
given in parentheses in Table 2.

Figure2a shows the differential cross-section

d*/d}y/tdx, for five }/T intervals. The predictions

B. Betev et al.: Differential Cross-Section of High-Mass Muon Pairs

of the “naive” Drell-Yan model are also shown in
Fig.2a. A detailed comparison of the data with
theory is reserved for the following Letter.

Figure 2b displays the cross-section “M?>da/dM”

integrated between 0=<x,.<0.5 as a function of ]/;
and also as a function of M. The predictions of the
“naive” Drell-Yan model are again indicated (full
line).
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