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Abstract

The purposes of this work are, by one hand, the determination, the most accurately

possible, of absorbed dose delivered by narrow photon beams used in radiosurgery

and, on the other hand, the development of a fast and accurate Monte Carlo-based

radiosurgery treatment planning for post-treatment verification. Included in the first

purpose is the full understanding of the behavior of the depth of maximum dose (dmax)

for narrow photon beams.

Monte Carlo methods were used to simulate the Siemens Mevatron linear accelerator

in 6 MV photon mode with the additional collimator used to shape the narrow pho-

ton beams. The phase space data was analyzed and validated through comparisons

between calculated and measured dose distributions. Great differences were found be-

tween calculated and measured output factors due to detectors characteristics. It was

shown that primary photons were responsible for the shift in dmax. Secondary electrons

originated from these photons were divided into two groups: those that deposit energy

far away from their origin point and those that deposit energy locally. Finally, it was

shown that the changes in the initial gradients of the depth dose curves for narrow

photon beams were mainly due to electrons originated from the first photon collision

in water.

A Monte Carlo radiosurgery treatment planning for post-treatment verification was

developed based on a multiple source model. The dose engine accurately calculates

dose distributions in the water phantom for all the additional collimators. In patient

real cases, it was shown that differences between our model and a commercial treat-

ment planning are significative when the target is localized near a high density region.

Key words: Monte Carlo simulation, Radiosurgery, narrow photon beams
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Resumo

Os objectivos desta tese consistem, por um lado, na determinação exacta da dose ab-

sorvida devida a feixes finos de fotões utilizados em radiocirurgia e, por outro lado,

no desenvolvimento de um sistema de planeamento de dose, rápido e exacto, baseado

no método de Monte Carlo, para verificação pós tratamento. A total compreensão do

comportamento em profundidade da dose máxima (dmax) para feixes finos de fotões é

um pressuposto do primeiro objectivo.

Usando o código de Monte Carlo MCNP4C, simulou-se a cabeça do acelerador linear

Siemens Mevatron KD2 no modo fotão 6 MV, tendo-se efectuado uma análise das carac-

terísticas das partículas emergentes da cabeça do acelerador. Estas partículas foram

guardadas num espaço de fase que constitui a fonte para as simulações dos feixes finos

de fotões. A forma e o tamanho dos feixe finos de fotões utilizados para tratamentos

de radiocirurgia praticados no IPOFG-CROC, S.A, são obtidos colocando colimadores

adicionais logo à saída da cabeça do acelerador. Para cada colimador adicional foi

executada uma simulação completa de Monte Carlo para calcular distribuições de dose

num fantoma de água. Os dados registados no espaço de fase fonte foram validados

através da comparação entre as distribuições de dose calculadas e medidas para cada

colimador adicional. Devido à grande dificuldade em medir dose para campos pe-

quenos, a metodologia seguida foi comparar as distribuições de dose calculadas para

cada colimador adicional com os resultados obtidos a partir de diferentes métodos de

medição e tentar encontrar uma consistência interna. Encontrou-se um bom acordo

entre as curvas de dose em profundidade calculadas e medidas com o díodo, a câmara

de Markus e a câmara PinPoint, para profundidades superior a 10 mm embora existisse

uma tendência de sobre-resposta da câmara de Markus e de sob-resposta da câmara

PinPoint para os colimadores adicionais mais pequenos e para grandes profundidades.

Para perfis de dose, verificou-se que os resultados dos cálculos estavam em bom acordo

com as medidas efectuadas com o díodo. A câmara PinPoint não é adequada para

xvii
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resolver de maneira correcta a dose na penumbra devido ao seu efeito de volume. O

filme radiográfico, embora melhor do que a câmara PinPoint na região de penumbra,

sob-estima a dose nas região de baixa dose devido às dificuldades na calibração. Assim,

pode-se concluir que o diodo é uma boa escolha para medir dose em profundidade e

perfis para feixes finos de fotões. Devido à falta de equilíbrio lateral dos electrões,

mostrou-se que o tipo e o tamanho dos detectores têm uma grande influência na de-

terminação correcta dos factores de campo para os feixes finos de fotões. As maiores

diferenças entre os valores calculados e medidos foram encontradas para os campos

menores. Mostrou-se que os cálculos de Monte Carlo são o método mais exacto na

determinação destes factores de campo.

Em radiocirurgia de feixes finos de fotões, a profundidade do máximo da dose (dmax),

no eixo central do feixe, aumenta quando o tamanho do colimador adicional aumenta.

Este comportamento é oposto ao que é observado em feixes convencionais usados em

radioterapia. Para compreender este efeito, foram obtidas curvas experimentais de

dose em profundidade para os vários colimadores adicionais. Foi observado um deslo-

camento de dmax entre os 11.0±0.6 milímetro para o colimador de 5 milímetros e os

14.5± 0.6 milímetro para o colimador de 23 milímetros. As simulações de Monte Carlo

mostraram que os fotões que não tiveram nenhuma interacção nos colimadores adi-

cionais, contribuem com mais de 90% para a dose total na água, e são responsáveis

pelo deslocamento do dmax. As simulações de Monte Carlo mostraram também que os

electrões originados a partir destes fotões e que contribuem para a dose na água, ao

longo do eixo central do feixe, podem ser divididos em dois grupos: aqueles que deposi-

tam a sua energia longe do seu ponto de origem (o ponto da primeira colisão do fotão

na água) e aqueles que depositam a sua energia localmente (originados a partir de mais

de uma colisão do fotão na água). Aplicando um modelo simplificado baseado no facto

que os fotões que originam electrões Compton (nas primeiras e subsequentes colisões)

têm características similares no ar para todos os colimadores adicionais, mostrou-se

que estes electrões são também responsáveis pelo deslocamento do dmax. Finalmente,

mostrou-se que as mudanças nos gradientes iniciais nas curvas de dose em profundidade

dos colimadores adicionais são principalmente devidas aos electrões originados a partir

da primeira colisão do fotão na água.

A abordagem padrão para simular tratamentos em radioterapia, tem a vantagem de

requerer somente uma vez a simulação completa da componente independente do pa-
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ciente, seguida pela simulação da geometria do próprio paciente. Não obstante, alguns

problemas limitam o uso desta abordagem para aplicações em radiocirurgia. A geome-

tria de um fantoma ou de uma imagem de TAC é dividida em voxeis. O tamanho

destes voxeis deve ser suficientemente pequeno para conseguir a exactidão requerida

em tratamentos de radiocirurgia. Quando o tamanho dos voxeis diminui, é necessário

aumentar o número das partículas para conseguir os mesmos valores de incerteza es-

tatística. Em aplicações convencionais de radioterapia, são conseguidos bons resultados

porque o número de partículas no espaço de fase (PSD) é estatisticamente relevante;

este pode não ser o caso em aplicações de radiocirurgia. A principal técnica para au-

mentar o número das partículas que alcançam os voxeis é aumentar, nas simulações da

componente independente do paciente, o número de histórias originais o que produz,

por um lado, tempos de cálculo excessivamente longos, e, por outro lado, ficheiros de

espaço de fases demasiado grandes. A outra opção é reciclar várias vezes o ficheiro

fonte nas simulações da componente dependente do paciente. Um tratamento típico

em radiocirurgia é composto por seis arcos. Para finalidades do cálculo, cada arco é

dividido em pelo menos oito feixes de fotões. Em soma, devem ser simulados quarenta

oito feixes de fotões para a componente dependente do paciente. Torna-se claro, que o

tempo de cálculo e a capacidade de armazenamento são grandes factores limitativos.

A baixa eficiência da simulação de feixes finos de fotões produz espaços de fase cuja

qualidade impede o cálculo da dose com a requerida exactidão. Para superar esta difi-

culdade, foi desenvolvido um modelo multi-fontes que realçasse a qualidade do espaço

de fase reconstruído, reduzindo também as capacidades tempo de cálculo e armazena-

mento. Para desenvolver um modelo multi-fontes são necessárias três étapas princi-

pais. A primeira étapa é a caracterização completa do feixe, a segunda, a escolha das

diferentes fontes virtuais e, finalmente a terceira, a reconstrução do feixe. Foram exe-

cutadas, com o código de Monte Carlo MCNP4C, simulações completas da cabeça do

acelerador e dos colimadores adicionais. Estas simulações permitiram a caracterização

das partículas que vêm da cabeça do acelerador e dos colimadores adicionais. A sua

análise identificou oito fontes virtuais relevantes de fotões. As distribuições espaciais e

energéticas foram armazenadas em histogramas para as fontes virtuais que representam

os componentes da cabeça do acelerador e dos colimadoras adicionais. Para as fontes

virtuais que representam as componentes da cabeça do acelerador, foram calculadas

as suas direcções; para as fontes virtuais que representam os colimadores adicionais,

foram amostradas as direcções dos fotões a partir de histogramas. Todos estes his-
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togramas foram incluídos no código Monte Carlo DPM e, usando um procedimento de

amostragem que reconstroi os espaços de fases, foram calculadas distribuições de dose

num fantoma da água dividido em 20000 voxeis de 1×1×5 mm3. Foi utilizado um teste

baseado no índice gama para comparar os valores calculados com os valores medidos.

De acordo com este teste, o modelo calcula com exactidão as distribuições de dose

no fantoma de água para todos os colimadores adicionais. Este modelo multi-fontes

representa o motor de cálculo de dose num sistema de planeamento.

Como em qualquer sistema de planeamento de tratamento em radiocirurgia, o nosso

sistema deve incluir ferramentas tais como a conversão de dados de imagens de TAC

em tecido humano, a transformação geométrica estereotáxica e uma transformação ge-

ométrica da fonte para simular os arcos. Para a conversão imagens de TAC em tecido

humano, cada pixel da imagem, que contem a informação da composição do mate-

rial e da densidade em valores de Hounsfield, é transformado num voxel de dimensões

1.37×1.37×2 mm3 onde a composição do material e a densidade foram calculados.

A transformação estereotáxica é calculada usando uma rotina que busca, em cada

imagem de TAC, os pontos fidúcias e calcula a posição desses pontos no referencial

estereotáxico. A matriz de transformação é calculada usando restrições geométricas.

As inclinações do anel estereotáxico no referencial DPM, são calculadas usando a trans-

formação estereotáxica. Finalmente, a posição e direcção de cada fotão, extraído do

modelo multi-fontes, são calculadas de acordo com a posição da mesa e do braço do

acelerador, simulando dessa maneira um arco. O nosso sistema de planeamento foi

aplicado em dois casos reais e comparado com um sistema comercial de planeamento

computadorizado. Quando o alvo está situado em regiões de baixa densidade, as difer-

encias entre as distribuições de dose calculadas pelo nosso sistema e o sistema comercial

são mínimas. Quando o alvo está situado perto de regiões de elevada densidade, o nosso

sistema de planeamento revelou diferenças nas distribuições de dose, comparado com

o sistema comercial.

Palavras Chave: Simulação de Monte Carlo, Radiocirurgia, feixes finos de fotões
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Introduction

The discovery of x-rays by Röntgen in 1895 marked the beginning of a new physics

branch: medical physics. Traditionally, medical physics deals with applications of ioni-

zating radiation: nuclear medicine, radiology, and radiotherapy, the field of interest of

this thesis. Radiotherapy is divided into two main areas: external radiotherapy which

deals with radiation produced outside the patient and brachytherapy which deals with

radioactive sources placed inside the patient. The aim of radiotherapy is to deliver a

prescribed amount of radiation dose to the tumor, whilst sparing, as much as possible,

the surrounding normal tissues.

Radiation sources used in external radiotherapy are usually radioactive Cobalt-60

sources in Cobalt units, and the large majority, high energy x-rays photons and elec-

trons sources produced by medical electron linear accelerators (linac). The increase of

interest in hadronic therapy leaded to the use of hadronic radiation sources, such as

protons. Unfortunately due to the high cost of such therapy, only few centers in the

world have these kind of facilities. The first high energy x-rays beams for radiothe-

rapy treatments became available in the 50’s and 60’s. The appearance of new image

modalities such as the computed tomography, allowed a better definition of the volumes

to irradiate but also a more reliable computation of the absorbed dose in the patient

using sophisticated calculation tools. Since those days, great efforts were done to ac-

curately deliver the dose to the patient involving more and more sophisticated linacs

using dynamic techniques such as Intensity Modulated Radiation Therapy (IMRT).

A precise dose delivery to the tumor site in the patient implies quantitative mea-

surements. Radiation dosimetry is the branch of medical physics that deals with the

measurement of the dose and is based on the understanding of the nature of ionizing

radiation used in radiotherapy and the radiation detection methods. The determina-

tion of the absorbed dose is a complex process composed by various steps conducting

1
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from the knowledge of the basic particles interaction processes in matter, to the use of

dosimetry protocols to accurately determine the absorbed dose in water. This will be

the aim of Chapter 1.

Radiosurgery is a highly-specialized external radiotherapy procedure that uses nar-

row photon beams produced by a linear accelerator or a Gamma-Knife. Using linear

accelerators, narrow photon beams are shaped through the interposition of additional

collimators at the beam exit. This technique, clinically available since 1996 at In-

stituto Português de Oncologia Francisco Gentil - Centro Regional de Oncologia de

Coimbra (IPOFG-CROC) nowadays IPOFG-CROC, S.A., is applied to the treatment

of tumors and arteriovenous malformations (AVMs) of small dimensions located in

the brain, where conventional surgery can not access. Combining several arcs, couch

positions and secondary collimators, patients are treated in one single session with a

delivered dose approximately 10 times higher than that administrated in a conventional

radiotherapy treatment fraction. A high degree, of both geometrical and dosimetrical

accuracy, must be achieved in this kind of treatment. Chapter 2 will present some

basic physical aspects of radiosurgery.

Dose measurement with narrow photon beams used in radiosurgery is not an easy

task. The reduced field dimensions and the corresponding high dose gradients in the

penumbra region, make the dose measurement very complex and results remain inac-

curate for the very narrow photon beams. This is mainly due to three factors:

1. the relationship between the detector size and the field dimension,

2. the lack of lateral electron equilibrium which leads to steep dose gradients in the

penumbra region,

3. the material of the detector.

Monte Carlo techniques are suitable to study difficult radiation transport problems

as much as simple energy degradation processes. They are in fact a powerful tool to

assess the details of the dose deposit process that accounts for all aspects of primary

and secondary radiation transport inside the treatment machine head, and also within

the patient. Medical physics, in general, and radiotherapy in particular, are nowa-

days privileged Monte Carlo simulation application fields. This was achieved through

the great improvement in the photon-electron transport and the great increase of CPU
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capabilities. This increase of interest for radiotherapy applications leads to the develop-

ment of very suitable specific codes, although general codes continue to be very useful

in understanding the details of dose deposit. Chapter 3 will present the electron-

photon transport for a general and a specific Monte Carlo code used in this thesis.

In Chapter 4, the accelerator head of the Siemens Mevatron KD2 linear accelerator

in 6 MV photon mode with the 10×10 cm2 radiation beam and the additional collima-

tors, used in radiosurgery treatments performed at IPOFG-CROC, S.A., are simulated

through the general Monte Carlo code MCNP4C. The aim of this chapter, is to describe

the process of simulation, to characterize the 10×10 cm2 radiation beam and, the first

goal of this thesis, to compare and validate the Monte Carlo results with several dosi-

metric methods.

In radiosurgery narrow photon beams, the depth of maximum dose in water, dmax,

in the beam central axis increases as the size of the additional collimator increases.

This behavior is the opposite of what is observed in radiotherapy conventional beams.

But the details of such phenomenon regarding narrow photon beams still remain quite

unknown like the characteristics of the photons producing electrons contributing to

dmax and the details of the scattered photon and electron processes in the water. MC

simulation is a privileged tool to assess such type of information. The purpose of

Chapter 5, is to fully understand the behavior of dmax for narrow photon beams using

MC simulations performed by MCNP4C.

In radiotherapy, sophisticated dose calculation tools called treatment planning systems

are used to compute the dose distribution according to a determined treatment plan.

Unfortunately, in some complex setups (irregular fields, air/bone interfaces, hetero-

geneities), current commercial treatment planning systems do not accurately calculate

dose distributions. Once again, Monte Carlo methods can be applied to overcome

this difficulty. In radiosurgery applications, MC calculation time and data storage are

strong limitation factors. In fact, radiosurgery arcs are simulated using fixed beams. In

a standard treatment, at least 48 fixed beams have to be taken into account. Therefore,

because the patient geometry must be divided into small voxels, the overall simulation

time has to be increased dramatically in order to achieve the required dose accuracy

with very large source particle files. To solve the problem, a new approach called mul-

tiple source model, produces radiation beams having the same dosimetric effect than
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the full Monte Carlo simulation of real radiation beams. This model, coupled with the

specific Monte Carlo code DPM, will be developed in Chapter 6. The development of

this very fast dose calculation engine enables a Monte Carlo based radiosurgery treat-

ment planning for real patient cases. Like any radiosurgery treatment planning system,

it must include tools such as CT-image data conversion to human tissues and stereo-

tactic geometrical transformation. A source transformation to simulate the arcs must

also be included. All these features will be treated in Chapter 7 where comparisons

with the commercial treatment planning currently used at IPOFG-CROC, S.A., will

also be performed. The development of a fast and accurate MC treatment planning

system based on a multiple source model represents the second goal of this thesis.



Chapter 1

Dosimetry of high-energy photon

beams

In radiotherapy, the accurate determination of the dose delivered to the tumor and the

healthy tissues surrounding the lesion is of primary importance for the outcome of a

treatment. Brahme [Bra88] has discussed uncertainties in the absorbed dose to lesions

influences the tumor control probability (TCP). He showed that the dose response

(TCP) is correlated with the uncertainty levels on absorbed dose (D) by:

DRG =
∆(TCP )

∆D/D
, (1.1)

where DRG is the normalized dose response gradient extracted from a dose response

curve to control a tumor using the sigmoidal shape model (see Fig. 1.1).

Absorbed dose
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Figure 1.1: Example of sigmoidal shape of dose response curves for tumor control

probability (TCP) and normal tissue complication probability (NCTP).
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6 Chapter 1. Dosimetry of high-energy photon beams

Figure 1.1 also shows the influence of an uncertainty in the delivered doseD0 to the nor-

mal tissue complication probability (NTCP): higher doses can produce undesirable (and

sometimes unacceptable) secondary effects in the healthy tissues. A complication-free

cure is the desired goal of treatment. That is, an optimal treatment dose will produce

the maximal TCP with a reasonably low incidence of NTCP [Ste97]. The inaccuracy

in the absorbed dose was fixed at 5% [ICR93].

The determination of the absorbed dose in water is a complex process composed by

various steps conducting from the knowledge of the basic particles interaction pro-

cesses in matter, to the application of dosimetry protocols to accurately determine the

absorbed dose in water. The goal of this chapter is to present these various steps.

1.1 Photon interactions

The main photon interactions which take place when a megavoltage x-ray beam inter-

acts with matter (namely human tissues) are photoelectric, Compton and pair produc-

tion effects. The mechanism by which the photons interact with the matter without

an appreciable transfer of energy is the Rayleigh-Thompson scattering.

1.1.1 Photoelectric effect

The photoelectric effect is dominant at low photon energies and involves the absorption

of the photon by an orbital electron when ejected from the atom. The kinetic energy of

the emitted photoelectron, Te− , is equal to the incident photon energy k0 = hν0 minus

the binding energy Eb of the electron, i.e, Te− = k0 −Eb. The photoelectric interaction

is most probable when the photon energy k0 is only slightly larger than the electron

binding energy in the particular atomic shell. Above the energy of the atomic K-shell,

the probability per atom of photon absorption with an energy sufficiently high to eject

an electron with non-relativist energy is approximately given by:

σap ≈

√
2
32πr2

eα
4

3

(

3m0c
2

k0

)m

Zn, (1.2)

where α = 1/137 is the fine structure constant, m0 and re are respectively the mass

and classical electron radius and Z the atomic number of the material. The exponent n

varies between 4 (k0 < 100 keV) and 4.6 (k0 > 500 keV), and m varies between 3 (k0 <

100 keV) and 1 (k0 > 500 keV) [Bie00]. In the region k0 ≤ 0.1 MeV, photoeffect is
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important with energies greater than the atomic binding energy of the atomic electrons

of the absorber, and the atomic cross section varies roughly as Z4 and (k0)
−3. The

photoelectric mass attenuation coefficient, µp/ρ, varies as Z3 and (k0)
−3. After the

ejection of the atomic electron, the atom is left in an excited state with an electron

vacancy in one of the electron shells. The exceed atomic energy will be released by one

of several possible processes such as characteristics x-rays or Auger electron.

1.1.2 Rayleigh scattering

Rayleigh scattering, or coherent scattering, is the elastic interaction of a photon with

an atom. Photons are scattered by the bound electrons of the atom without energy

transfer to the atom. This process mainly occurs with low energy photons in high-Z

materials. The differential cross section in solid angle Ω for coherent scattering is given

by:
dσar
dΩ

=
r2
e

2

(

1 + cos2 θ
)

[F (q, Z)]2 (cm2sr−1atom−1), (1.3)

where q = 2ksin(θ/2) (with k = hν/c) is the transferred momentum at angle θ and

F (q, Z) is the atomic form factor [HØ79]. When q → 0 because θ → 0 then F (q, Z) →
Z.

1.1.3 Compton effect

The process is due to the interaction of a photon of energy k0 with an essentially free

electron. The electron is considered free as long as its binding energy is much less

than the photon energy. In this interaction, the initial photon is scattered, transferring

some of its initial energy to an ejected electron. The collision process of the Compton

interaction is described by applying the relativistic laws of conservation of momentum

and energy. Thus, the kinetic energy Te− of the Compton recoil electron, scattered at

angle ϕ, is given by:

Te− = hν0
ε(1 − cos θ)

1 + ε(1 − cos θ)
, (1.4)

where θ is the angle of the scattered photon with:

cotθ =

(

1 +
k0

m0c2

)

tan(θ/2). (1.5)

The energy of the scattered photon, k, at angle θ is given by:

k =
k0

1 + ε(1 − cos θ)
, (1.6)
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where ε = k0/m0c
2 with m0c

2 = 0.511 MeV, the mass of the electron. The Klein-

Nishina (K-N) [KN29] expression for the differential cross section per unit solid angle

per electron for a photon scattered at an angle θ is:

dσec
dΩ

=
1

2
r2
e

(

k

k0

)(

k

k0

+
k0

k
− sin2 θ

)

(cm2sr−1electron−1). (1.7)

The total cross section per electron σec is obtained by integrating Eq. 1.7 over all

scattering angles θ:

σec = 2πr2
e

{

1 + ε

ε2

[

2(1 + ε)

1 + 2ε
− ln(1 + 2ε)

2ε

]

+
ln(1 + 2ε)

2ε
− 1 + 3ε

(1 + 2ε)2

}

(cm2electron−1).

(1.8)

For incident photons with hν0 ≤ 0.01 MeV, the K-N electron cross section is almost

equal to the Thompson scattering cross section but then it gradually decreases at higher

photon energies and becomes proportional to (hνo)
−1. In the Thompson scattering, no

energy is retained by the electron as a result of this elastic event. For very low energy in-

cident photons, the K-N cross section must be corrected to take into account the energy

binding of the electrons. The atomic K-N cross section, σac , is proportional to atomic

number Z of the material since the K-N theory assumes the electron to be unbound

turning the electron cross section independent of Z. Thus, σac = Z.σec (cm2/atom). The

Compton mass attenuation coefficient, µc/ρ, is approximately independent of Z, since

µc/ρ = [NA.(Z/A)]σec (cm2/g), where the ratio Z/A is equal to 1 for hydrogen and may

be averaged to 0.45 ± 0.05 for all other elements.

1.1.4 Pair and Triplet production

When the incident photon energy is larger than 1.02 MeV, an interaction with the

coulombian nuclear field can occur. Then, the photon disappears and an electron/positron

(e+,e−) pair is created. Because of the large nuclear mass, essentially no energy is trans-

ferred to the nucleus and part of the energy of the photon hν0 is converted into electron

and positron rest mass (1.022 MeV) while the remaining energy is distributed between

the electron and the positron kinetic energies Te− and Te+ respectively. The screening

by atomic electrons surrounding the nucleus plays an important role in pair production.

The cross section is dependent on a parameter ξ defined as:

ξ =
100m0c

2hν0

E+E−Z1/3
, (1.9)
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where E+ and E− are, respectively, the total energy of outgoing positron and electron.

At extreme relativistic energies and arbitrary screening, the Born approximation gives:

dσapp
dE+

=
4Z2r2

eα

(hν0)3

{

(E2
++E2

−
)

[

φ1(ξ)

4
− 1

3
lnZ−f(Z)

]

+
2

3
E+E−

[

φ2(ξ)

4
− 1

3
lnZ−f(Z)

]}

,

(1.10)

where α = 1/137 is the fine structure constant, φ1(ξ) and φ2(ξ) are screening functions

and f(Z) a Coulomb correction function. To obtain the total pair production cross

section at arbitrary screening, an integration of the above equation must be performed.

It has been shown that this total cross section is proportional to Z2 and increases as

the logarithm of the incident photon energy [Bie00]:

σapp ∝ Z2ln

(

2k

m0c2

)

. (1.11)

Pair production may also occur in the atomic electron field. In this case, the interaction

yields three particles; the electron-positron pair and the ejected orbital electron. This

process is refereed as the triplet production. To approximately account for this inter-

action, Z2 must be replaced by Z(Z + 1) in the above formulae. The pair production

mass attenuation coefficient, µpp/ρ, is proportional to Z, since µpp/ρ = σapp[NA.(Z/A)]

and Z/A is almost constant as shown earlier (cf. Compton effect).

1.1.5 Total attenuation coefficient

The total mass attenuation coefficient, µ/ρ, is the sum of the mass attenuation coef-

ficients of all the effects. Thus, the total mass attenuation coefficient (in cm2g−1) is

given by:
µ

ρ
=
µp
ρ

+
µc
ρ

+
µr
ρ

+
µpp
ρ
, (1.12)

where µp/ρ, µr/ρ, µc/ρ and µpp/ρ represent respectively the photoelectric, Rayleigh,

Compton and pair-production mass attenuation coefficients. Figures 1.2 and 1.3 show

respectively the cross sections of the different effect for water and tungsten. This

experimental data were extracted from the XCOM library [BHS+99].
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Figure 1.2: Total mass attenuation coefficient µ/ρ and the partial contribution of

the various effects for water.
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Figure 1.3: Total mass attenuation coefficient µ/ρ and the partial contribution of

the various effects for tungsten.
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The total mass attenuation coefficient is high for low energy photons due to the pre-

dominant photoelectric effect. It can be also noticed that, for low energy photons, µ/ρ

is higher for tungsten than for water due to the Z3 dependence of the photoelectric

mass attenuation coefficient. At high energies, we clearly see that pair production

process is dominant. Finally, in the range of photon energies used in radiotherapy

applications (up to few MeV), where tissues are almost water equivalent (Z ' 7.6), we

clearly see that Compton effect is dominant. In this energy region, water and tungsten

total mass attenuation coefficients do not differ significantly since the Compton mass

attenuation coefficient is almost independent of Z.

Nuclear inelastic interactions were not taken into account since they only take place

for photon energies above 10 MeV. At these energies, (γ, n) and (γ, p) photonuclear

interactions start to appear [Kno89].

1.2 Electron interactions

The mechanisms by which an electron loses its kinetic energy or is deflected from its

path are inelastic and elastic collisions in the Coulomb field of bound atomic electrons

or nuclei [Kha84].

1.2.1 Inelastic collisions with atomic electrons

Coulomb interactions with the bound atomic electrons are the principal way by which

electrons lose energy. Excitations and ionizations occur along the electron path. Occa-

sionally, the energy transferred to the atomic electron is sufficient to create a secondary

electron with a sufficient energy to proceed in the medium. These secondary electrons

are called δ-rays. The electron Coulomb-force interactions can be described in terms

of the relative size of the classical impact parameter b with respect to the size of the

classical atomic radius a as illustrated in Fig. 1.4.
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Figure 1.4: Parameters for an electron collision with the atom where a is the classical

radius of the atom and b is the classical impact parameter.

In the excitation process, the electron energy is transferred by collision to the atom.

During the excitation, an electron from an inner shell is moved to an outer orbit. The

required energy is on the range 10-100 eV and consequently the energy loss of the im-

pinging electron is small. The excited atom dissipates the excess energy by emitting

visible light if the medium is gas or in form of heat in a condensed material. These kind

of collisions, called soft collisions, takes place when the classical impact parameter b is

much larger than the atom radius a and is the most probable interaction of an energetic

electron with an absorbing medium, since b has a high probability to be greater than

a. When the impact parameter b is of the order of the atomic radius a, the electron

most likely interacts with a single atomic electron which receives most of the incident

electron’s kinetic energy. This kind of collisions are called hard collisions. If the inci-

dent electron has enough energy to overcome the binding energy of the orbital electron,

this electron is removed from the shell and the atom becomes ionized. In general, the

interaction can be treated as a free electron collision. This type of collision is often di-

vided into two groups: small energy transfer and, more frequent, large energy transfer

to the ejected orbital electron [Kle84]. The removed electron is called δ-ray if it carries

energy in excess of about 100 eV and the collision is described as a catastrophic event.

The direct knock-on collisions with orbital electrons with large energy transfer to the

target electron are relatively rare compared to soft collisions. These knock-on electrons

do not have much influence in the energy loss of the incident electron.

In the physics model of the Coulomb interaction between the primary fast electron

and the bound electron in the medium (electron-electron collision), the primary elec-
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tron imparts a net impulse to the bound electron, assumed free and at rest, and the

energy transfer w is given by [Leo86]:

w =
2e4

m0b2v2
, (1.13)

where e is the electron charge, b the classical impact parameter and v the velocity of the

primary electron. Møller derived the relativistic cross-section for Coulomb interactions

between free electrons and obtained the differential cross section for electron-electron

scattering differential in the kinetic energy T of the scattered electron which is initially

at rest, which is:

dσcol
dT

=
2πr2

em0

β2

1

T 2

[

1 +
T 2

(T0 − T )2
+

τ 2

(τ + 1)2

(

T

T0

)2

− 2τ + 1

(τ + 1)2

T

T0 − T

]

, (1.14)

where β = v/c, T0 the incident electron kinetic energy and τ = T0/m0c
2 the electron

kinetic energy in units of electron mass. Because the two electrons are indistinguishable,

Eq. 1.14 is symmetric with respect to exchange of the energies of the two scattered

particles and the maximum energy transfer is T0/2. By definition, the electron with the

higher energy after the collision is considered to be the primary. Møller cross section is

valid for primary electrons with kinetic energy much greater than the binding energies

of the atom in the medium and must be modified for electron kinetic energies close to

the binding energies. This also sets a lower limit to the possible energy transfer. Thus,

the total cross section for Møller interactions is obtained through integration of Eq.

1.14 from a threshold kinetic energy above which Møller events can occur up to T0/2.

1.2.2 Inelastic collisions with nuclei

When the incident electron is close to the atomic nucleus, interactions with the nu-

clear Coulomb-field take place. Most of the interactions are quasi-elastic collisions

with no modification in the electron energy. Occasionally, hard bremsstrahlung inter-

actions take place and are called radiative collisions. Under the influence of the nuclear

Coulomb field, the incident electron is deflected from its trajectory with a loss of energy.

The loss of energy will be emitted in the form of radiation energy and the resulting

photon can carry away up to 100% of the kinetic energy of the electron. This means

that losses due to radiative collisions can be larger than for electron-electron collisions.

The bremsstrahlung cross section for an incident electron with a total energy E0 on an

atom with atomic number Z, differential in the photon energy k = hν, corresponding
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to the angular integration of the photon and electron emission directions, is given by

Koch and Motz equation:

dσbrem
dk

=
4Z2r2

eα

k

{

(1+ε2)

[

φ1(ξ)

4
−1

3
lnZ−f(Z)

]

−2

3
ε

[

φ2(ξ)

4
−1

3
lnZ−f(Z)

]}

, (1.15)

where α = 1/137 is the fine structure constant, ε = E/E0 where E is the total scattered

electron energy, f(Z) the Coulomb correction factor for β � αZ (with β the incident

electron velocity in units of the speed of light). The functions φ1(ξ) and φ2(ξ) account

for screening effects with ξ = (100m0c
2k)/(E0EZ

1/3). Equation 1.15 is the result of

the Born approximation calculation and is not valid for low incident electron energies.

The bremsstrahlung cross section dσbrem/dk varies approximately in 1/k. Due to the

dependence in Z2 of dσbrem/dk, radiative collisions are more important for high-Z

materials than for low-Z materials. The angular distribution of the bremsstrahlung

photons is important. For low incident electron energy, the maximum intensity of the

produced x-rays is in the direction perpendicular to the direction of the electron motion.

At relativistic electron energies, the angular distribution of the emitted photons is

strongly peaked forward. The mean value of the angular distribution of the emitted

photons is θ ≈ m0c
2/E0.

1.2.3 Elastic scattering

In elastic nuclear scattering, the incident electron is deflected without radiating or

exciting the nucleus, losing only the required kinetic energy for conservation of the

momentum between the two particles [Eva55]. In elastic scattering with atomic elec-

trons, the incident electron interacts really with the atom as a whole and is elastically

deflected. These collisions with atoms are significant only for the case of low energy

incident electrons (< 100 eV) [Eva55]. Ignoring spin effects and screening, collisions

with atoms are individually governed by the Rutherford formula [Rut11]:

dσSR
dΩ

=
r2
eZ

2e4m0c/βp

4sin4(θ/2)
, (1.16)

where p is the incident electron momentum and θ the scattering polar angle. Because

of its 1/sin4(θ/2) dependence, the vast majority of these collisions result, therefore, in a

small angular deflection of the electron. As the nucleus is much more massive than the

electron, it is then assumed that the energy transfer to the nucleus is negligible. The

cumulative effect of these small angle scatterings is a net deflection from the original
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electron direction. In general, the treatment of Coulomb scattering is divided into three

regions:

1. single scattering when the absorber is so thin that the probability of one or more

than one Coulomb scattering is small. In that case Eq. 1.16 is used to calculate

the angular distribution,

2. plural scattering when the number of collision N is lower than 20,

3. multiple scattering when N > 20 and energy loss is small or negligible. The

problem can be treated statistically to obtain a probability distribution for the

net deflection angle as a function of the thickness of the traversed material. The

developed multiple scattering theories are included in Monte Carlo codes and will

be discussed in Chapter 3.

1.2.4 Total electron cross sections

Figure 1.5 shows the total cross sections for the different elastic and inelastic processes.

Data for carbon were extracted from the data library EEDL97 [CPS91]. Figure 1.5

shows clearly that, for carbon, between 10 eV and 5 MeV, the elastic process is the most

probable with no contribution for electron energy loss. Between 10 eV and 10 GeV,

the excitation process is the dominant inelastic interaction. The total cross section for

ionizations is higher for the outer atomic shells than for the inner atomic shells due the

lower binding energy of these orbital electrons. For energies of interest in radiotherapy

field (a few MeV), the excitation process is the major mechanism of electron energy

degradation due to its high cross section in this energy region, with small electron

energy losses. It has to be noticed that as expected, the bremsstrahlung process in

carbon is rare due to the low interaction cross section shown in Fig. 1.5.



16 Chapter 1. Dosimetry of high-energy photon beams

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

10
10

10
11

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

10
10

C
ro

ss
se

ct
io

n
(b

a
rn

)

Energy (eV)

Elastic
Bremsstrahlung
Excitation
Ionization (K1 s1/2)
Ionization (L2 sp1/s2)
Ionization (L3 2p3/2)

Figure 1.5: Total cross section for the carbon (Z=6) representing ionizations in three

atomic shells (Møller scattering), excitation and Bremsstrahlung processes. Elastic

scattering is also represented.

1.3 Electron stopping powers

In radiation physics and dosimetry, it is necessary to have the information about how

the charged particles, such as the electrons, lose their energy along their tracks through

matter. Energy losses usually take place in small steps and an electron must therefore

suffer many collisions before it loses all its energy which is in marked contrast to

the way in which photons transfer energy. Inelastic collisions occur with a certain

quantum mechanical probability. However, because their number per macroscopic

pathlength is generally large, the fluctuations in the total energy loss are small. Then,

the electron penetration into a medium can be described by the continuous slowing

down approximation (CSDA) which assumes that particles lose their energy linearly

and continuously as they penetrate into medium. Thus, one can meaningfully work

with the average energy loss per unit pathlength along the track of the electron called

stopping power, S = −dE/dx, expressed in MeVcm−1. The quotient S/ρ called the

mass stopping power expressed in MeVcm2g−1, greatly reduces, but does not eliminate,

the dependence on the density ρ of the medium [ICR84]. As mentioned earlier, electrons

lose energy by inelastic collisions. The evaluation of S/ρ should then include losses due
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to all these inelastic collisions and is divided in two components [ICR99]:

(

S

ρ

)

total

=

(

S

ρ

)

col

+

(

S

ρ

)

rad

, (1.17)

where (S/ρ)col represents the losses by ionization and excitation collisions and (S/ρ)rad

represents the losses by radiative collisions. This distinction between losses is impor-

tant since the absorbed dose in the medium will be different: energy is deposited along

the area surrounding the ionization track of the electron due to inelastic collisions with

the atomic electrons, whereas energy irradiated is carried away from the point of in-

teraction by bremsstrahlung and does not contribute locally to the dose.

The collision mass stopping power expresses the average linear energy loss by a charged

particle in very numerous soft and few hard collisions. In general, the mass collision

stopping power can be expressed as [BS82]:

(

S

ρ

)

col

=
NAZ

A

∫ wmax

wmin

w
dσ

dw
dw, (1.18)

where dσ/dw is the cross section (per electron) for ionization and excitation with energy

transfer of magnitude w. wmax for an electron with kinetic energy T0 is equal to T0/2,

wmin a minimum value below which no excitation or ionization can happen. That is,

the result of the interaction is an energy loss w between a minimum value wmin and

an maximum possible value wmax. Bethe-Bloch have developed a theory to compute

(S/ρ)col for electrons and they gave the following formula [Leo86]:

(

S

ρ

)

col

=
2πr2

em0c
2

β2

(

NAZ

A

)[

ln
τ 2(τ + 2)

2(I/m0c2)
+ F (τ) − δ − 2

C

Z

]

, (1.19)

with

F (τ) = 1 − β2 +

[

τ 2

8
− (2τ + 1)ln2

]

/(τ + 1)2, (1.20)

where β = v0/c, v the speed of the electron, τ = T0/(m0c
2), NAZ/A the number

of electrons per gram of medium, I the mean excitation energy, δ the density-effect

correction parameter and C/Z the shell correction. The mean excitation energy, I,

is an average of the transition energies Ei weighted by their oscillator strengths fi
according to:

ZlnI = ΣifilnEi. (1.21)
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The most recent values of I are given by ICRU report 37 [ICR84]. For water, the best

current estimate of I-value is 75.0 eV. The ratio of I/Z is approximately constant for

absorbers with Z greater than 13. For smaller atoms, the electrons play a more impor-

tant role in influencing the value of I. The stopping power varies slowly with particle

energy and is proportional to the atomic number Z of the absorber material. Thus

the general behavior of (S/ρ)col can be inferred from the residual multiplicative factor.

It can be seen that (S/ρ)col varies as (1/v2), or inversely with particle energy. The

Bethe-Bloch formula validates the intuitive assumption that the higher Z and the more

dense the absorber, the greater the stopping power. Figure 1.6 shows the behavior of

the mass collision stopping power with electron kinetic energy for air and water. The
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Figure 1.6: Mass collision stopping power versus electron kinetic energy for air and

water.

rise at low energies is due to the (1/v2) factor. This is simply due to the fact that

slow electrons spend more time passing through an atom than fast ones and hence lose

more energy. The density-effect factor correction term, δ, arises from the fact that the

electric field of the particle also tends to polarize the atoms along its path. This effect

becomes more important as the particle energy increases and depends on the density

of the material. The density effect reduces the value of (S/ρ)col at relativistic energies

in condensed media [ICR84, Nah85]. The relativistic rise in the stopping power is con-

nected to δ and Fig. 1.6 shows that the relativistic rise in the collision stopping power

in the condensed medium (water) is much less pronounced compared to that in the
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gas (air). The shell corrections account for the effects which arise when the velocity

of the incident particle is comparable or smaller than the orbital velocity of the bound

electrons. At such energies, the assumption that the electron is stationary with respect

to the incident particle is no longer valid.

For ionization chamber dosimetry, it is useful to define the collisional stopping power

ratios as:
(

S

ρ

)medium1

col
(

S

ρ

)medium2

col

=

(

S

ρ

)medium1

medium2

. (1.22)

This quantity is of primary importance in the Bragg-Gray [Bra10, Gra29] and Spencer-

Attix [SA55] cavity theories for the determination of the dose. Figure 1.6 shows clearly

that the ratio of mass stopping powers, air to water, fundamental in the absorbed dose

determination with an ionization chamber, is strongly energy dependent above around

0.5 MeV. This energy region is precisely the relevant one for megavoltage beams used in

radiotherapy. Figure 1.7 shows the mass stopping power ratios, medium to water, for

various substances of interest in radiotherapy in the megavoltage region. Once again,
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Figure 1.7: Ratios of mass collision stopping powers, medium to water, for various

substances of medical interest.

the strong energy dependence of (S/ρ)airwater is observed for electron kinetic energies



20 Chapter 1. Dosimetry of high-energy photon beams

greater than 0.5 MeV. Finally, it can be shown that for all the substances presented in

Fig. 1.7 except bone, where the atomic number is appreciably higher, and air where

the density effect plays a dominant role, we have [(S/ρ)col]med ∝< Z/A >med (see Table

1.1 for values of < Z/A >med / < Z/A >w).

Adipose tissue Muscle striated PMMA Compact bone Air

< Z/A >med / < Z/A >w 1.006 0.990 0.971 0.955 0.899

Table 1.1: Values of < Z/A >med / < Z/A >w for various substances of medical

interest.

The concept of restricted mass collisional stopping power, (L∆/ρ), is introduced to

calculate the energy transfer to a localized region of interest and expressed by:

L∆

ρ
=

(

S

ρ

)

col

− dEke,∆
ρdx

, (1.23)

where dEke,∆ is the sum of the kinetic energies, greater than ∆, of all the electrons

released by charged particle traversing a distance dx. (L∆/ρ) can also be calculated

by setting wmax = ∆ in Eq. 1.18. By limiting the energy transfer to secondary

charged particles (δ-rays) to a threshold ∆, highly energetic secondary particles are

allowed to escape the region of interest. That is, (L∆/ρ) includes collisions that produce

secondary electrons having a kinetic energy less than the cutoff value ∆. The definition

of (L∆/ρ) presented in Eq. 1.23 expresses an energy balance: energy lost by primary

charged particle in collisions with electrons, along a track segment dx, minus energy

carried away by secondary electrons having kinetic energies greater than ∆, equals

energy considered as locally transferred. The choice of ∆ depends on the problem.

For problems involving ionization chambers, a frequently used threshold value is 10

keV (the range of a 10 keV electron in air is on order of 2 mm). The restricted mass

stopping power (L∆/ρ) for electrons is given by [ICR84]:

L∆

ρ
=

2πr2
em0c

2

β2

(

NAZ

A

)[

ln(T0/I
2) + ln(1 + τ/2) +G(τ, η) − δ

]

, (1.24)

where η = T0/∆ . The G factor is:

G(τ, η) = −1−β2 + ln(4(1−η)η)+
1

1 − η
+(1−β2)

[

τ 2η2

2
+(2τ +1)ln(1−η)

]

. (1.25)

It has been shown that for water and for ∆ < 10 keV, there is only a slight reduction

in (Scol/ρ) which emphasizes the predominance of very small losses [ICR70].
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The mass radiative stopping power (S/ρ)rad gives the rate in MeVcm2g−1 of the brems-

strahlung production by electrons and is given by:
(

S

ρ

)

rad

= σ0
NAZ

2

A
(T0 +m0c

2)Br, (1.26)

with σ0 = (1/137)(e2/(m0c
2)), T0 the kinetic energy of the incident electron and Br a

very slowly varying function of Z and T0. Extensive tables of radiative stopping powers

are given by Berger and Seltzer. For T � moc
2 (highly relativistic energies), Eq. 1.26

becomes:
(

S

ρ

)

rad

∝ Z2

A
T0Br. (1.27)

This implies that (S/ρ)rad increases with electron kinetic energy T0 in an almost linear

way above 0.5 MeV. Figure 1.8 compares the radiative mass stopping powers for com-

pact bone (ICRU) and water. The radiative stopping power for compact bone is larger

than for water due to the Z2/A dependency.
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pact bone (ICRU) and water.
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From the ratio Srad/Scol shown in Fig. 1.9 for the various media of interest in radiothe-

rapy, we have Srad/Scol ∝ ZT0. A useful quantitative approximation is given by:
(

S

ρ

)

rad
(

S

ρ

)

col

=
ZT0

1600m0c2
. (1.28)

The critical energy Tc is the energy at which collision and radiative losses are equal.
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Figure 1.9: The energy and material dependence of the ratio radiative stopping

power and collisional stopping power, Srad/Scol, for the various media of interest in

medical dosimetry.

For low atomic number materials, such as water, Tc lies about 90 MeV and above. For

high Z material like Pb, Tc is about 7 MeV.

Finally, Fig. 1.10 shows the total mass stopping power for water. It is clear, according

to Fig. 1.10, that the collision losses are dominant in the energy range of interest in

radiotherapy. Radiation losses only become important above Tc w 93 MeV. In the

range of energies used in radiotherapy, it can be seen from Fig. 1.10 that (S/ρ)total

varies slowly with T0. The minimum value of (S/ρ)total is around T0 = 2 MeV which is

almost the same value for the various media of interest.
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Figure 1.10: Collision, radiation and total mass stopping powers for electrons in

water.

It showld be noticed that some more complex models also include losses due to positron

interactions (Bhabha scattering and annihilation). In terms of stopping powers, the

formalism is the same as for electrons with a different F (τ) function in Eq. 1.19 and

G(τ, η) function in Eq. 1.26.

1.4 Absorbed dose determination

The International Commission on Radiological Units and Measurements (ICRU) de-

fined some fundamental units in dosimetry such as kerma and absorbed dose, which

will now be discussed.

1.4.1 Kerma

The quantity called kerma (Kinetic Energy Released in Material), K, is define as:

K =
dEtr

dm
, (1.29)

where dEtr is the sum of the initial kinetic energies of all charged ionizing particles

released by uncharged ionizing particles in a material of mass dm. Kerma is expressed
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in Gray (Gy) with 1Gy=1J/kg. The photon fluence φ defined as:

φ =
dN

da
, (1.30)

where dN is the number of photons incident on a sphere of cross-sectional area da, can

be used to expressed Kerma. Thus,

K = φ
µ

ρ
Etr, (1.31)

where µ/ρ is the photon mass attenuation coefficient of the medium. The product

φ(µ/ρ) represents the number of photon interactions per unit mass. Equation 1.31 is

valid for a monoenergetic photon beam. For realistic beams composed by a spectrum

of photon energies, Eq. 1.31 becomes:

K =

∫ hνmax

0

dφ(hν)

(hν)

(

µ(hν)

ρ

)

Etr(hν).d(hν). (1.32)

Figure 1.11 illustrates the concepts of kerma.
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Figure 1.11: Illustration of energy transferred in a medium of mass dm by a photon

of energy hν. The photon interacts in the medium at point P and transfers some of

its energy in the form of electron’s kinetic energy. The electron, in turn, transfers its

energy to the medium through small collisions between point P and P ′. The energy

transferred per unit mass in P is designated by kerma. One of the δ-ray carries

energy out of the volume with mass dm.



1.4 Absorbed dose determination 25

1.4.2 Absorbed dose

The absorbed dose is the most important quantity in radiation dosimetry and is defined

by the ICRU as:

D =
dEab

dm
, (1.33)

where dEab is the mean energy absorbed in the medium element of mass dm from

ionizing energy. As kerma, the absorbed dose is expressed in Gy. Using Fig. 1.11, the

absorbed dose is the energy given to the medium by the secondary electron along the

path P to P ′, excluding all energy that escapes the volume, i.e, excluding the energy

of the scattered photon hν ′, the energy of the bremsstrahlung photon hν ′′ and part

of the energy of the δ-ray which escapes from the volume. The size of dm has to be

small enough to represent the dose value at a point, however, not too small to avoid

significant statistical fluctuations from the energy deposition process. That is, if dm is

too small, due to the random energy deposition process, fluctuations are so large that

the energy deposition process becomes stochastic. The absorbed dose defined in Eq.

1.33 is a non-stochastic quantity i.e, it is assumed that the fluctuations are negligible

in the mass element dm.

1.4.3 Charged Particle Equilibrium

The concept of Charged Particle Equilibrium (CPE) is very important in radiation

dosimetry. Since kerma and absorbed dose do not occur at the same point, a similar

relation to Eq.1.31 cannot be applied to calculate the absorbed dose unless electronic

equilibrium exists at the point of calculation. That is using Fig. 1.12, the number of

secondary electrons entering and stopping inside the volume of mass dm must be equal

to the number of secondary electrons created and escaping the same volume. Figure

1.12 is also useful to introduce some definitions. The point dmax represents the depth of

the maximum dose. The buildup region represents the region between the surface and

dmax. Under the CPE condition, kerma and absorbed dose are linked by the following

relation:

D = φ
µ

ρ
Eab = K(1 − g) = Kcol, (1.34)

where g is the fraction of electron’s energy lost in radiative processes and Kcol called

the collision kerma.
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Figure 1.12: Quantities kerma (K), absorbed dose (D) and collision kerma (Kcoll)

plotted as function of depth in Charged Particle Equilibrium condition.

True CPE is virtually impossible to achieve in practice. In photon beams, attenuation

means that the photon fluence does not remain constant and therefore the number of

secondary electrons starting at different depths cannot either be constant. Even if true

CPE does not exists, there are situations when we have:

D ∝ Kcol. (1.35)

In these particular situations we have the so-called Transient Charged Particle Equili-

brium (TCPE). Figure 1.13, where the quantitiesK, D andKcoll are plotted as function

of depth, shows an example of TCPE region [Att86]. In the TCPE conditions, we have

the curves representing K, D and Kcoll parallels to each other and if the radiative

interactions and scattered photons are ignored, we have at a depth d [Gre81]:

D(d) = Kcol(d)e
µx, (1.36)

D(d) ≈ Kcol(d)[1 + µx] = βKcol(d), (1.37)

where µ is the common slope of D, K and Kcol curves and x is the mean distance the

secondary charged particles carry their kinetic energy in the direction of primary rays

while depositing it as dose [Att86].
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Figure 1.13: Quantities kerma (K), absorbed dose (D) and collision kerma (Kcoll)

plotted as function of depth in Transient Charged Particle Equilibrium condition.

1.4.4 Bragg-Gray cavity theory

The determination of the absorbed dose to water is usually based on a measurement

of ionization followed by calculations involving a number of correction factors. These

factors are derived from the Bragg-Gray cavity theory [Bra10, Gra29]. The Bragg-

Gray theory was the first cavity theory developed to provide a relationship between

absorbed dose in a dosimeter and the absorbed dose in the medium containing the

dosimeter. This theory considers a homogeneous medium containing a small gas-filled

cavity traversed by electron tracks (see Fig. 1.14). To apply the theory, two conditions

Medium

Small gas filled cavity

X-rays Air

Figure 1.14: A Bragg-Gray cavity in a medium traversed by electron tracks.
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must be fulfilled. First, the dimension of the cavity must be small in order to not

change the electron fluence in the medium i.e the fluence of electrons traversing the

cavity is assumed to be identical to that existing at the point of interest in the medium

in absence of the cavity. Second, the absorbed dose in the cavity must be deposited

by the electrons released by photons in the surrounding medium and passing through

this cavity.

Assuming that CPE conditions exist, the dose Dm to the medium m is equal to a

quantity called CEMA (Converted Energy per unit Mass) [ICR98] given by :

Dm = ΦT

(ST
ρ

)m

col
, (1.38)

where (ST/ρ)
m
col is the collisional stopping power for the medium for electrons with

kinetic energy T and ΦT the fluence of the primary electrons of kinetic energy T . The

collisional stopping power is used because we are interested in energy locally deposited

rather than the total stopping power which includes the energy lost in the form of

bremsstrahlung which would escape. Under the Bragg-Gray cavity theory conditions,

the dose deposited in the medium Dm is related to the dose in the cavity Dc as follows:

Dc

Dm

=
(ST/ρ)

c
col

(ST/ρ)mcol
=
(S

ρ

)c

m
, (1.39)

where (S/ρ)cm is the ratio of mass collisional stopping powers in media c and m for

electrons of kinetic energy T . For realistic beams composed by a spectrum of electron

energies, (ST/ρ)
m
col is replaced by the average mass collision stopping power given by:

(

S

ρ

)m

col

=

∫ Tmax

0

Φ(T )
(

S(T )/ρ
)m

col
dT

∫ Tmax

0

Φ(T )dT

=
D

Φ
, (1.40)

and Eq. 1.39 becomes:
Dc

Dm

=
(S/ρ)ccol
(S/ρ)mcol

=
(S

ρ

)c

m
. (1.41)

The absorbed dose in an air cavity Dc can be determined by measuring the charge Q

produced in the gas using the following relation:

Dc =
Q

mair

W air, (1.42)

whereW air = 33.97 J/C is the mean energy required to create an ion-pair in air [IAE00]

and mair the mass of air in the cavity in which the charge Q is produced. Using the
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Bragg-Gray cavity theory (Eq.1.41), the dose in a medium Dm is thus given by:

Dm =
Q

mair

W air

(S

ρ

)m

air
. (1.43)

1.4.5 Spencer-Attix cavity theory

In Bragg-Gray cavity theory, the cavity is assumed to be so small so as not to perturb

the radiation field that passes through it. In other words, no interactions occur in the

cavity at all. For electrons, this is a difficult condition to achieve unless the wall and

gas media are close in atomic number. In Spencer-Attix theory, δ-ray production is

taken into account. This helps correct for the inadequacy of the Bragg-Gray theory

with air-filled cavities, especially those with walls of high atomic number. This theory

attempts to incorporate δ-rays in such a way that the observed variation of ionization

density with cavity size may be accounted for, at least for cavities small enough to

satisfy Bragg-Gray conditions. It is indeed an improvement over Bragg-Gray theory as

it gives somewhat better agreement with experimental observations for small cavities.

However, as it still relies on Bragg-Gray conditions, it is not valid when those conditions

are violated. The secondary electron fluence in Spencer-Attix cavity theory is divided

into two components based on a user-defined energy threshold ∆. The parameter ∆

is closely related to the size of the cavity. Secondary electrons with kinetic energies T

less than ∆ are considered slow electrons that deposit their energy locally; secondary

electrons with energies larger than or equal to ∆ are considered fast electrons and are

part of the electron spectrum. Consequently, this spectrum has a low energy threshold

of ∆ and a high energy threshold of T0, where T0 represents the initial electron kinetic

energy. Hence, energy deposition is calculated as the product of the restricted mass

collision stopping power, L∆/ρ, and the fast electron fluence with electrons ranging in

energy from ∆ to T0. The two electron components leads to:

Dm

Dc

=

∫ Tmax

∆

Φδ(T )[L∆(T )/ρ]mdT + Φδ(∆)[S(∆)/ρ]mcol∆

∫ Tmax

∆

Φδ(T )[L∆(T )/ρ]cdT + Φδ(∆)[S(∆)/ρ]ccol∆

=

(

L∆

ρ

)m

c

, (1.44)

where Φδ is the electron fluence in the medium including the δ-rays. The second terms

of the numerator and denominator of Eq. 1.44 accounts for energy deposition by those

electrons falling bellow ∆ in energy and are the so-called track-end terms approximated

by Nahum [Nah78, Nah88].
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1.4.6 Basic dosimetric quantities

Before measuring the absorbed dose, it is necessary to define some basic quantities

which will be useful in the absorbed dose determination but also in the determination

of the basic input data of any treatment planning system. The basic dosimetry consists

in obtaining a great amount of dose distributions in function of the size of radiation

beams with and without beam modifiers, for all the available photon and electron

energies of the accelerator. These dose distributions are obtained using an ionization

chamber in a water phantom. All this information allows a 3D-characterization of

the dose distribution for each type of radiation, each energy and each setup. All the

measured dose distributions are relative and it is only necessary to determine once the

absorbed dose to water in reference conditions. The passage from relative to absolute

dose distributions for any setup is performed using field factors relative to the reference

conditions. The first basic quantity is called the Percent Depth Dose (PDD) and is

defined as:

PDD(z) =
D(z)

D(zref )
100%, (1.45)

where D(z) is the measured dose along the beam central axis at a depth z and D(zref )

the measured dose along the beam central axis at a point considered as reference as

shown in Fig. 1.15. PDD measurements are performed at a fixed Source-Surface-

Water phantom

Irradiation beam

D(z )ref

D(z)

SSD

Beam central axis

z

Figure 1.15: Diagram illustrating the definition of the percent depth dose in a water

phantom.

Distance (SSD) which is the distance between the radiation beam source and the sur-

face patient or the surface of the water phantom for example. The 1D-representation
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of all the PDD points is called the Depth Dose Curve (DDC).

The Off-Axis Ratio (OAR) is defined as the ratio between a measured dose point

located in a perpendicular plane to the central beam axis and a dose point chosen as

reference in that same plane as shown in Fig. 1.16. The reference point can be located

or not in the beam central axis. Generalizing Eq. 1.45, OAR is then defined as:

OAR(r, z) =
D(r, z)

D(rref , zref )
100%. (1.46)

The 1D-representation of all the OAR points in a determinate direction in a plane

perpendicular to the beam central axis is called a dose profile.

Water phantom

Irradiation beam

D(z )ref

D(r,z)

SSD

Beam central axis

z

r

Figure 1.16: Diagram illustrating the definition of the off-axis ratio in a water phan-

tom.

The Tissue-Phantom Ratio (TPR) is defined as the ratio of the dose at a given point

along the beam central axis in phantom to the dose at the same point at a fixed reference

depth. This is illustrated in Fig. 1.17 where the Source-Axis-Distance (SAD) is the

distance between the x-rays beam source and the isocenter of the linac. According to

Fig. 1.17, we have SAD = SSDz +z=SSDref +zref . Thus, TPR at a depth z is given

by:

TPR(z) =
D(z)

D(zref )
. (1.47)

When zref is the reference depth of maximum dose, then TPR becomes by definition

the Tissue-Maximum Ratio (TMR).
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Water phantom

D(z)

SSDz

z

SAD

Water phantom

D(z )ref

SSDref

zref

SAD

Figure 1.17: Diagram illustrating the definition of the tissue-phantom ratio in a

water phantom.

An important quantity used in dosimetry is the quality index Q. This quality in-

dex is directly linked to the energy of the irradiation beam. By definition, the quality

index is given by [IAE00]:

Q =
TPR(20)

TPR(10)
, (1.48)

where TPR(10) and TPR(20) are respectively the TPRs measured at 10 and 20 cm

depth in a water phantom for a 10×10 cm2 irradiation field size. Usually, we denotes

Q = TPR20,10. The Q value of a radiation beam is used to select the proper correction

factors that are provide in dosimetry protocols. The most important characteristics

of the beam quality index TPR20,10 is its independence on the electron contamination

in the incident beam. It is also a measure of the effective attenuation coefficient des-

cribing the approximately exponential decrease of the photon depth dose curve beyond

the depth of maximum [IAE00].

Since the experimental measurements of TPRs is difficult and very time consuming,

PPD curves are measured and the conversion of the PDD data to TPR is performed

taking into account the inverse square low factor i.e:

TPR(z, s) =
PDD(z, c′)

100%

(

f + z

f + zref

)2

, (1.49)

where z is the depth of measurement, zref the normalization depth of the TPR, f the

SSD in the acquisition of the PDD, c′ is the field size on the surface and s = c′.(f+z)/f
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the field size at depth z.

The quantity called Output Factor (OF ) [LST+00] gives the relation between the dose

of an arbitrary open field in a determinate depth at SSD = SAD in a large water

phantom and the dose at the same point and SSD of a reference open field (in our

case the 10×10 cm2 irradiation field). Thus, the output factor in our case is given by:

OF (c) =
D(z, c)

D(z, 10 × 10 cm2)
, (1.50)

whereD(z, c) is the dose at depth z for the additional collimator c andD(z, 10×10 cm2)

the dose at depth z for the 10×10 cm2 reference field. Usually, OF measurements are

performed at 5 cm depth and doses are normalized to maximum. In these conditions,

the output factor is given by:

OF (c) =
D(z, c)

D(z, 10 × 10 cm2)
× PDD(z, 10 × 10 cm2)

PDD(z, c)
, (1.51)

where PDD(z, c) and PDD(z, 10×10 cm2) were normalized to the maximum dose for

respectively the additional collimator c and 10 × 10 cm2 reference field.

1.4.7 Dosimetry protocol

In this section, we will present how dose is determined in water using the IAEA TRS-398

Dosimetry Protocol or Code of Practice [IAE00]. This Code of Practice is based upon

a calibration factor in terms of absorbed dose to water ND,w,Q0 for a reference beam of

quality Q0 and is applied to photon beams generated by electrons with energies in the

range of 1 MeV to 50 MeV. Only cylindrical ionization chambers are recommended for

reference dosimetry in high-energy photon beams.

Before determining the absorbed dose to water for our high-energy photon beam, it is

necessary to define some reference conditions for the ND,w,Q0 determination and shown

in Table 1.2 according to IAEA TRS-398. The calibration factor ND,w,Q0 given in Gy/C

is denoted by ND,w when the reference quality Q0 is Cobalt-60. The calibration factor

is obtained for the cylindrical chamber but also for the entire dosimetric system com-

posed by the cylindrical chamber and the electrometer. The absorbed dose in water

for a megavoltage beam is given by:

Dw,Q = MQND,w,Q0kQ,Q0 , (1.52)
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where MQ is the reading of the electrometer in Coulombs and kQ,Q0 is the chamber-

specific factor which corrects for the difference between the Cobalt-60 quality Q0 and

the actual quality being used, Q. The reading MQ was corrected for the influence

quantities temperature and pressure, polarity effect and ion recombination.

Influence quantity Reference value or reference characteristics

Phantom material water

Chamber type cylindrical

Measurement depth zref 5 cm for cobalt-60 beam

SSD 75 cm

Field size 10 × 10 cm2

Table 1.2: Reference conditions for the determination of the calibration factor

ND,w,Q0 in Cobalt-60 according to IAEA TRS-398 Code of Practice.

The beam quality correction factor kQ,Q0 is defined as the ratio, at beam quality Q

and Q0, of the calibration factors in terms of absorbed dose to water of the ionization

chamber as:

kQ,Q0 =
ND,w,Q

ND,w,Q0

=
Dw,Q/M

Dw,Q0/MQ0

. (1.53)

The beam quality correction factors should be measured directly for each ionization

chamber at the same beam quality of the local clinical beams. In practice, this is not

possible and the factors are calculated from the Bragg-Gray theory. Under the validity

of the theory, the correction factor is given by:

kQ,Q0 =

[(

S

ρ

)water

air

]

Q

[W air,Q]pQ

[(

S

ρ

)water

air

]

Q0

[W air,Q0 ]pQ0

, (1.54)

where pQ and pQ0 are respectively, overall perturbation factors for beam quality Q and

Q0. The overall perturbation factor includes all departures from the behavior of an

ideal Bragg-Gray detector and is given for an ionization chamber by:

p = pdispwallpcavpcel, (1.55)

where pdis is the displacement factor that accounts for the facts that a cylindrical cham-

ber cavity with its center at zref samples electron fluence at a point which is closer to
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the radiation source than zref , pwall is the factor that accounts for differences in photon

mass energy-absorption coefficients and electron stopping powers of the chamber wall

material and medium, pcav is the factor that corrects for the perturbation of the electron

fluence due to the scattering between air cavity and medium and finally pcel is a factor

that corrects the lack of air equivalence of the central electrode for cylindrical ioniza-

tion chambers. The IAEA TRS-398 assumes that [W air,Q] = [W air,Q0 ] = 33.97 J/C if

Q0 is referred to Cobalt-60, and kQ,Q0 is denoted kQ. Equation 1.54 then becomes:

kQ =

[(

S

ρ

)water

air

]

Q

pQ

[(

S

ρ

)water

air

]

Co60

pCo60

. (1.56)

Values of kQ were calculated by Andreo [And92] for various cylindrical chambers.

As mentioned earlier, the reading MQ was corrected for various influence factors. The

temperature and pressure correction factor, kTP , must be used because the chamber is

open to the air ambient and thus, the mass of air inside the cavity volume is subjected

to atmospheric variations. The correction factor for temperature and pressure is given

by:

kPT =
273.2 + T

273.2 + T0

.
P0

P
, (1.57)

were T0 and P0 are the reference values (generally 20 oC and 1013 kPa). The effect

on a chamber reading using polarizing potential of opposite polarity must always be

checked in chamber commissioning. The polarity effect factor, kpol is given by:

kpol =
|M+| + |M−|

2M
, (1.58)

where |M+| and |M−| are the electrometer readings obtained at positive and negative

polarity, respectively, and M is the electrometer reading with the polarity used rou-

tinely. The incomplete collection of charge in an ionization chamber cavity due to the

recombination of ions requires the use of a correction factor ks. The method recom-

mended by the IAEA TRS-398 assumes a linear dependence of 1/M and 1/V and uses

the measured values of collected charges M1 and M2 at polarizing voltages V1 and V2

respectively. Thus the recombination factor ks at the normal operating voltage V1 and

for a pulsed beam is given by:

ks = a0 + a1

(

M1

M2

)

+ a2

(

M1

M2

)2

, (1.59)
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where the constants ai are function of the ratio V1/V2 [WM84]. The last correction

factor is the electrometer calibration factor, kelec, when the ionization chamber and

the electrometer are calibrated separately. Typically, if the electrometer readout is

in terms of charge, kelec is a dimensionless factor very closed to unity. With all the

correction factors defined, Eq. 1.52 can be rewritten as:

Dw,Q = MQND,wkQ = kPTkpolkskelecMUND,wkQ, (1.60)

where MU is the direct reading in the electrometer in Coulombs.

The aim of calibrating a linac is to determine a relationship between the signal from

the beam monitor system (Monitor Unit, MU) and the absorbed dose in water de-

livered under chosen reference conditions. The adjustments in the Siemens Mevatron

KD2 linear accelerator for the 6 MV photon mode were performed in such way that

the absorbed dose at the depth of dmax for a 10 × 10 cm2 and for a SSD = 100 cm

is equal to 1 cGy for 1 MU. The value of ND,w obtained from a Secondary Standards

Laboratory for our reference chamber which is the PTW 30013 Farmer chamber is

ND,w = 5.301× 107 Gy/C. The value of kQ = 0.9956 for our reference chamber and for

0.45 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85

0.94

0.95

0.96

0.97

0.98

0.99

1.00

1.01
Siemens KD2 in 6MV photon mode

k Q

Photon beam quality Q (TPR
20,10

)

Figure 1.18: Calculated value of the beam quality correction factor, kQ, for the PTW

30013 Farmer chamber as a function of the photon beam quality Q obtained from

Andreo [And92].

the 6 MV photon beam of the Siemens KD2 linac with Q = 0.6266 was obtained by
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interpolation of kQ values calculated by Andreo [And92] (Fig. 1.18 shows the variation

of factor kQ as a function of Q for our reference chamber).
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Chapter 2

Stereotactic radiosurgery

2.1 Historical review

The term radiosurgery was first introduced by the Swedish neurosurgeon Lars Leksell

[Lek51] in 1951 to describe a therapeutic procedure where lesions in the brain were

treated in one single session using external narrow beam radiation. This procedure dif-

fers from conventional radiotherapy in that the volume of the lesion is usually smaller,

the delivered dose is much higher and it is delivered in an unique fraction. The term

stereotactic derives from the use of a well-defined, 3-dimensional coordinate system to

locate accurately in space any point in the brain. Nowadays, the stereotactic locali-

zation is also used outside the brain in fractionated treatments. When patients are

treated in multiple fractions, the therapeutic procedure is called stereotactic radiothe-

rapy (SRT). The designation of stereotactic radiosurgery (SRS) is thus applied when

one single fraction is used to treat brain lesions.

In 1951, Leksell used a conventional 200 kVp x-rays and a stereotactic frame attached

to a ring. In 1968, he designed together with Borje Larsson the first Gamma Knife

unit containing 179 Cobalt-60 sources to treat patients with functional disorders. In

1972, the first case of arteriovenous malformation (AVM) treated with a Gamma Knife

was reported by Ladislau Steiner [SLG+72]. This became the main application of SRS

with Gamma Knife during the following years. Some kind of brain tumors have also

been treated with Gamma Knife. The concept of performing SRS treatments using

medical linear accelerators appeared in 1983 when Betti and Derechinsky [BD83] have

demonstrated that linear accelerators could deliver narrow photon beams similar to

Gamma Knifes. Nowadays, most of the SRS treatments are performed using medical

39
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linear accelerators. The IPOFG-CROC, S.A., has performed its first SRS treatment in

June 1996.

2.2 Typical radiosurgery treatment

A typical radiosurgery treatment involves a multi-disciplinary team composed usually

by neurosurgeons, neuroradiologists, radiotherapists and physicists. The treatment be-

gins with the fixation of the stereotactic ring in the patient head. The head ring is

fitted tightly to prevent movement during the procedure. This is necessary to locate

the exact area of the brain or lesion being targeted using complex measurements taken

in relation to the head ring. Then, images of the head are acquired using a Com-

puted Tomography (CT) scanner. This diagnostic device is used mainly because there

is no image distortion and the images contain information about the tissue density.

CT-images will be used to precisely plan the delivery of radiation to the tumor. In

some instances, a Magnetic Resonance (MRI) scan may also be necessary in order to

fully visualize the tumor and adjacent critical anatomy. For AVM treatments, it is

necessary to acquire two orthogonal images using digital angiography with contrast

injection. This is due to the fact that the CT-contrast is not sufficient to visualize the

vascularization in the arteriovenous malformation region.

Once the patient images are acquired, they are sent to a treatment planning system.

Treatment planning is the process through which physicians and medical physicists

plan the details of radiation delivery to a tumor or other lesion. The goal is to de-

liver a therapeutic dose of radiation to the lesion while sparing the adjacent healthy

tissue. The tumor volume is delineated using the CT-images whereas AVM volume

is delineated in the angiography images and then exported into CT-images for dose

calculation. Volumes can also be delineated in images acquired by other diagnostic

devices. In that case, image fusion is performed and the volumes are exported into

CT-images.

Finally, the patient is accurately positioned in the treatment device and radiation

beams are delivered according to the treatment plan. Narrow photon beams from

many different angles and intersecting at one point are delivered to confine the dose to

the lesion. This is the so-called Convergent Beam Irradiation (CBI) technique. Figure

2.1 resumes the radiosurgery treatment procedure.
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Figure 2.1: Simplified diagram of a radiosurgery treatment.

2.3 SRS units

In this section, we will present the two main SRS units mainly used in clinical applica-

tions: the Gamma Knife and the medical linear accelerator (linac). Strictly speaking,

the Gamma Knife is a dedicated SRS unit whereas the same linac used in conventional

radiotherapy can be adapted to performed SRS treatments. A brief description of the

Gamma knife (due to its historical interest) and the linac used for SRS treatments will

be performed. For the linac, the modifications needed for SRS treatment will also be

presented.

2.3.1 Gamma Knife

The major components of the Gamma Knife unit, commonly called the Leksell’s

Gamma Knife (LGK) (see Fig. 2.2), are the radiation unit, the collimator helmets,

the patient’s treatment table, the hydraulic system and the control panel. Figure 2.3

shows the schematic view of a LGK unit. Within the central body of the Gamma

Knife there is an array of 201 separated cobalt sources. Each of these sources produces

a fine beam of gamma radiation. The sources are evenly distributed over the surface

of the hemispherical source core so that each beam is directed to a common focal spot

at the center (see Fig. 2.4). The resultant intensity of radiation at the focus is ex-

tremely high and this intensity at only a short distance from the focus is very low.

This enables a high dose of radiation to be delivered to the abnormal tissues, sparing

the adjacent healthy brain tissue. The total nominal activity of the Gamma Knife is

around 222 × 1012 Bq ± 10% [Arn93].
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Figure 2.2: The Leksell’s Gamma Knife (Elekta).

Figure 2.3: Schematic view of a LGK unit (University Neurosurgery LSU Health

Sciences Center).

Figure 2.4: Schematic view of convergent Cobalt beams (University of Kentucky,

Chandler Medical Center).
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The final collimation is accomplished with one of the four collimator helmets (see Fig.

2.5). The 201 channels are drilled in each helmet. They have apertures that produce 4,

8, 14 and 18 mm diameter fields at the focus. The great advantage of using the LGK

Figure 2.5: Leksell’s stereotactic frame with a collimator helmet (Elekta).

system is its ability to treat in a short time complex geometrical target volumes using

multiple focus points.

2.3.2 Linac

Description of the accelerator head

The linac used for SRS treatment at IPOFG-CROC, S.A., is the Siemens Mevatron

KD2 which is a dual linear accelerator (see Fig. 2.6). Two photons modes (6 and 18

MV) and six electrons modes (6, 8, 10, 12, 15 and 18 MeV) are available. For SRS

treatments, the 6 MV photon mode was chosen because it is the most commonly used

[HHB96, SMH+98, MT99, RC99, WAN+00, HFL+02]. The production of the linac

beams is a quite complex process. Figure 2.7 shows the main components of the linac.

First, microwaves are produced in a klystron which is basically a microwave amplifier.

The klystron is composed by resonant cavities where a continuous initial current is

transformed into electrons bunches by applying microwaves of low amplitude. When

electrons reach the last cavity, a strong interaction occurs between them and the reso-

nant cavity producing microwaves of high energy. These microwaves are transported

through a wave guide to the accelerator structure where they are injected simultaneous

with electrons (produced by an electron gun).
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Figure 2.6: View of the Siemens Mevatron KD2 linear accelerator.

Figure 2.7: View of main components of the Siemens Mevatron KD2 linear accele-

rator in photon mode.
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The electrons are accelerated up to the desired energy and then suffer a deviation

caused by a bending magnet to orient the beam to a convenient direction. In the

photon mode, the accelerated electrons impinge into a high-Z target and high energy

x-rays are produced. In the KD2 accelerator, the beam is then collimated through a

primary collimator. In order to produce irradiation fields with homogeneous dose in

the patient, a flattening filter is placed just after the primary collimator. The emerging

beam from the flattening filter passes through the ionization chambers that monitor the

photon fluence. The signals (expressed in MU) delivered by these ionization chambers

are used to control a number of beam parameters in addition to radiation dose, such as

symmetry and uniformity of the radiation beam. Accelerators have two independent

chamber systems to monitor the delivered radiation: a primary and secondary (back-

up) channel. After leaving the ionization chambers, the beam passes through a mirror

(used for visualizing the light field on the patient surface). At this level, moveable

jaws of high-Z material are used to define the dimensions of the beam. In conventional

radiotherapy, field sizes vary between 3×3 cm2 and 40×40 cm2. The dimension of the

radiation beam is defined at the isocenter of the machine which is located at 100 cm

from the target. The isocenter of a medical accelerator is the intersection point of the

axes of rotation of the treatment couch, the gantry, the collimator and the radiation

beam central axis (see Fig. 2.8). Positioning lasers located at the wall of the treatment

IsocenterIsocenter

Couch axis of rotation

Collimator axis of rotation

Gantry axis of rotation

Figure 2.8: Isocenter definition.

room are adjusted in a such way that their intersection point is coincident with the
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isocenter. Finally, the radiation beam passes through a reticle used to project a scale

in the patient surface. The jaws aperture used for radiosurgery treatments corresponds

to the 10 × 10 cm2 field size at isocenter.

Linac modifications for SRS treatments

The technique for stereotactic linac irradiation has been originally designed in order to

simulate the LGK treatment in terms of the conformity of the dose distribution to the

target volume as well as the accuracy of head immobilization and target localization.

The dynamic capacities of the linac (rotations of the couch and the gantry) are used

to produce the multiple non-coplanar arcs resulting from the combinations of several

gantry and couch positions. These arcs converge at the isocenter (see Fig. 2.9). Thus,

the center of the target is placed stereotactically at the linac isocenter.

Target

Non-coplanar arcs

Figure 2.9: Illustration of linac multiple non-coplanar arcs used in radiosurgery

treatments.

As mentioned earlier, some modifications in the linacs have to be performed, since

they are originally designed for conventional radiotherapy treatments. The SRS nar-

row photon beams are shaped through the interposition of an additional collimator

system which is placed just below the reticle. The additional collimators used at

IPOFG-CROC, S.A., are from Fisher-Liebinger and are made of tungsten. Their ge-

ometrical internal diameters are 2, 5, 7, 9, 11, 13, 15, 17, 20 and 23 mm. The 2 mm

additional collimator is just used for quality control procedures. Figure 2.10 shows
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these additional collimators and their localization in the Siemens Mevatron KD2 head.

(a)
(b)

Figure 2.10: (a) Additional collimators used to shape the narrow photon beams and

(b) their localization in the Siemens Mevatron KD2 linac.

The second main modification concerns the couch treatment. During the positioning

and treatment procedures, we have to warrant the stability of the couch. For that

purpose, a special device was created that blocks all the couch movements except the

rotation around the couch axis rotation where the isocenter is located. Figure 2.11

shows the couch immobilization device used at IPOFG-CROC, S.A.

Figure 2.11: Couch immobilization device used in radiosurgery.



48 Chapter 2. Stereotactic radiosurgery

SRS linac quality control

A geometrical quality control procedure must be implemented to warrant the machine

geometrical isocenter is coincident with the machine radiation isocenter within a tole-

rance of 1 mm [Har95]. To determine the mechanical isocenter, the isocenter pointer

and a target point for the linac couch are used (see Fig. 2.12). These devices determine

the mechanical isocenter and measure the mechanical stability of the isocenter. The

laser cross is adjusted to this mechanical isocenter. The determination of the isocen-

Figure 2.12: Adjustment of the geometrical isocenter using two pointers.

tric accuracy is performed using the 2 mm additional collimator. The accuracy of the

gantry rotation is checked using a verification film placed in a vertical plan containing

the isocenter. The isocenter given by the lasers is marked with a needle hole on the

film (see Fig. 2.13). Then, the gantry is set at various rotation angles and the film is

irradiated. In this test, the couch is fixed at 0 degree. This produces a star on the film

as shown in Fig. 2.14. The distance between the center of the star and the needle hole

is smaller than 1 mm.
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Figure 2.13: Needle hole placed at the isocenter.

Figure 2.14: Star of various beams on the film resulting of irradiations at various

gantry angle.
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The same kind of test is performed to check the accuracy of the couch rotation. A

film is placed parallel to the table, and the isocenter given by the lasers is marked

with a needle on the film which is irradiated for different couch positions. In this test,

the gantry is set to 90 degrees (horizontal beam direction). The distance between the

center of the resulting star and the needle hole is also less than 1 mm.

The determination of the center of the dose distribution was performed using the head

of an anthropomorphic Alderson-Rando phantom. A small piece of film was marked

with a needle and placed inside the phantom head. A complete SRS treatment pro-

cedure was performed. The pinhole cross-section on the film was chosen as the target

for planning. The deviation between the needle hole and the center of the multiple

arcs distribution was less than 1 mm. To validate the dose calculation, a diode was

placed in the phantom head and once again the hole SRS treatment procedure was

performed. The difference between the dose at the target point and the measured dose

by the diode at the same target point was less than 1%.

2.3.3 Stereotactic system

An accurate definition of the target volume (localization and shape) obtained through

CT, Magnetic Resonance (MRI) and/or Angiography images is required in SRS treat-

ments. It is why a stereotactic system must be defined.

The basic requirements for such system are [Phi93]:

1. to provide a unique and fixed reference frame relative to the brain,

2. to provide the means by which this reference frame can be applied to radiological

images of the brain and surrounding structures,

3. and finally, to provide precise and accurate positioning of the patient.

The precision and accuracy of the target localization is the purpose of the stereotactic

system. There exists a wide range of stereotactic systems and frames for use in SRS.

We will just present the system used at IPOFG-CROC, S.A.

It is the modified Riechert-Mundinger stereotactic frame, first used in Heidelberg,

Germany. This system is composed by a titanium ring fixed at the patient skull using

usually 4 pins as shown in Fig. 2.15. In this system, the ring is attached through an
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interface device directly to the linac couch.

Figure 2.15: Stereotactic ring fixed at the patient.

By definition, the center of this stereotactic system is the center of the titanium ring.

Special accessories are attached to the ring to accurately determine the target posi-

tion in the stereotactic frame. Two sets of such accessories are used. The first one is

composed by 4 localizing plates used during the CT scan procedure and the second is

composed by localizing plates used during the angiography, quality control and patient

localization verification procedures (see in Fig. 2.16 for angiography localizers).

Figure 2.16: Stereotactic ring with localizers used in angiography or verification

procedures.
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Finally, a special accessory also attached to the ring is used to accurately setup the

position of the defined target in the stereotactic frame in correlation with the linac

referential defined by the lasers (see Fig. 2.17). It enables the localization of the target

Figure 2.17: Localizer used to setup the patient in the linac.

point within tenth of a millimeter. The point defined as the target in the stereotactic

frame is the isocenter of the linac. Thus, the localizer frame of Fig. 2.17 must be

perfectly aligned with the laser system of the linac.

2.4 STP3 radiosurgery treatment planning system

Radiosurgery calculations performed by the Fisher-Liebinger Treatment Planning Sys-

tem (TPS) STP3 are based on measured dose data. The dose distribution, using the

CBI technique, is calculated by the superposition of single stationary beams. For

complex 3-D dose calculations, a compromise must be found between exactness and

calculation time. Due to the fact that the gross anatomic structure of the brain is

relatively simple, tissue inhomogeneities are ignored in STP3 and therefore dose cal-

culation becomes very fast. In this section, we will present the dose calculation engine

implemented in STP3.
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2.4.1 Dosimetric STP3 database

The database in STP3 includes basic dosimetric data determined in water which are

TMRs, OARs (see Chapter 1) and the calibration dose point (CRP ). This calibration

dose point is determined in a phantom at the equilibrium depth (x = dmax) for a field

reference field (usually the 10 × 10 cm2) at a Source-Isocenter Distance SID. For our

accelerator, we found CRP = 0.0103 Gy/MU for SID=100 cm and x = dmax = 1.5 cm.

The basic data used by STP3 for dose calculation is the Calibrated Tissue-Maximum

Ratio (CTMR) which is defined by:

CTMR(B, d) = CF (B,A) × TMR(B, d), (2.1)

where B is an additional collimator field, A the reference field, d the depth of mea-

surement and CF the collimator factor. It has to be notice that the definition of CF

is the same that for OF defined in Chapter 1.

Obtaining the basic dosimetric data used in STP3 is not an easy task. The choice

of the detector size is an important criteria in narrow photon beam dosimetry. The

size of the detector must be small enough to minimize perturbation of the particle

fluence. A non appropriate detector size can cause great complication in the inter-

pretation of dose distributions. Hartmann et al. [Har95] suggest that for central axis

measurements, the detector should be less than 1/3 of the field diameter. Moreover,

Rice et al. [RHS+87] have reported that for off axis measurements, a detector with a

non appropriate size might not able to resolve correctly the existent steep dose gradi-

ents. The effect of the detector size in the penumbra region is particulary important.

The problem of lateral electronic disequilibrium emerges whenever the x-rays energy

is so high or the beam radius is so small that the latter becomes comparable to the

maximum electron range in the irradiated medium [Maz90, BTR89]. That is, the

beam diameter is less than the maximum range of the primary electron leading to

lack of lateral electron equilibrium. Heydarian et al. [HHB96] have shown that the

lateral disequilibrium has an effect on measurements when the detector is not tissue

equivalent and therefore any change in photon or electron spectrum causes a change in

response relative to a tissue equivalent detector. Wu et al. [WZK+93] have shown that

in no-lateral equilibrium situations and for the very small beams, there is a lack of the

lower-energy electrons which otherwise could have reached the central axis from points

at distances approaching the maximum electron range. This causes an increase of the
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average electron energy spectrum at the central axis and consequently a decrease of the

stopping power ratio of water to air [HHB+93]. The impact of this change is very im-

portant in the determination of the output factors for narrow photon beams. Finally, it

was shown that the electron spectra vary with depth for narrow photon beams [HHB96].

It is recommended to use a detector whose material is the most similar to the medium

in which dose is measured in order to reduce the perturbation of the particle fluence

[DB85]. If the detector is an air cavity, its introduction into the field causes an increase

of lateral electronic disequilibrium and a subsequent lower dose to the air in the cavity

than would exist in tissue at that position [HHB96]. On the other hand, a detector like

a diode, a TLD or a film, will cause a reduction in the lateral electronic disequilibrium

and a subsequent overestimation of the dose [BMO94].

The common approach to perform dose measurements for narrow photon beams is

to combine different measurements techniques obtaining an internal self-consistency

[AAP95, HHB96, MT99, WAN+00]. Monte Carlo method is another tool in order to

determine the most accurately as possible the dose for such narrow photon beams. Fi-

gure 2.18 shows the CTMR curves introduced in STP3 for each additional collimator.
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Figure 2.18: Calibrated Tissue Maximum Ratio for all the additional collimators.
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2.4.2 Dose distribution calculation

The theory of dose calculation implemented in STP3 was developed by Hartmann

et al. [HSS+84]. The underlying idea for his beam model is that a very accurate

description of the dose is just necessary in the vicinity of the isocenter, where the dose

is concentrated due to the intersection of a great number of beam orientations. It is

then a good approximation to treat the radiation field of the narrow beam like a pencil

beam, especially for CBI techniques using a great number of non-coplanar arcs. In

this case and for the additional collimator c, the dose of the single beam in cylindrical

coordinates DSB(P ) at point P (see Fig. 2.19) is given by:

DSP (P ) =

(

SID

SID + b

)2

CTMR(c, d)OAR(c, q), (2.2)

where OAR(c, q) is the off-axis ratio at the lateral distance q from the beam central

axis at the depth of the isocenter, b is the distance along the beam central axis between

the isocenter and the plane perpendicular to the beam central axis where the point P

is located and finally, d is the distance between the entry point of the radiation beam

in the beam central axis and the plane perpendicular to the beam central axis where

the point P is located. This simplified beam model does not take into account the

beam divergence.

Isocenter
q

P

b d

Entry point

Beam
central
axis

Head contour

SID

Figure 2.19: Geometrical configuration used for dose calculation in STP3.
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The total dose DCBI(P ) at point P which is generated by an isocentric convergent

beam irradiation is:

DCBI(P ) = CRP ×
m
∑

t=1

(

m

n(t)
×MU(t) ×DSP (P )

)

, (2.3)

where n(t) is the number of individual fields simulating arc t, m is the number of table

positions, i.e. arcs and MU(t) are the precalculated monitor units of arc t. In STP3,

the monitor units MU delivered per arc are:

MU(t) =
Diso

CRP × CTMR(iso)
× w(t)

m
∑

k=1

w(t)

, (2.4)

where Diso is the dose in Gy at isocenter, CTMR(iso) is the average CTMR at the

isocenter, m is the number of couch positions and w(t) is the relative weight of arc t.

2.4.3 Evaluation of treatment planning

Treatment planning process often results in different treatment plans. It is necessary to

have some defined criteria that help us to decide if a plan is acceptable or not and what

is the optimal plan for that case. The criteria used and proposed by the Radiation

Therapy Oncology Group (RTOG) [SKG+93] are relative to dose homogeneity and

conformity in the target volume. Following the RTOG recommendations, the value of

the prescribed isodose which corresponds to the minimum dose in the lesion should

be between 70% and 90% with isocenter normalized to 100%. The homogeneity index

defined by MDPD=(maximum dose)/(prescribed dose), should be:

MDPD ≤ 2.

The percentage of volume covered by the prescribed isodose should be greater than

90%. The conformity index defined as the prescribed isodose volume to target volume,

PITV, should satisfy:

1 ≤ PITV ≤ 2.

Finally, the analysis of the dose gradients expressed in %/mm (linear approximation

obtained from dose profiles in the axial, coronal and sagittal planes) should conclude

that the dose gradient between the reference isodose and the 50% isodose is greater

than 10%/mm and should be greater than 5%/mm between the 50% isodose and 20%

isodose.
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Parameters are calculated using the two-dimensional isodose contours and others using

a Dose-Volume Histogram (DVH). Two kinds of DVHs can be used. The frequency

DVH which represents the number of calculation points in a volume for each dose

value and the integral DVH which represents the percentage of a volume enclosed by a

defined dose level. In STP3, only the integral DVH is available. Figure 2.20 shows an

of STP3 output integral DVH. The information has to be analyzed like in the example

of Fig. 2.20: 95% of the volume is at least covered by the 75% isodose.
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Figure 2.20: Dose volume histogram calculated by STP3. Dose: 100%=20 Gy,

volume 100%=2.4 cm3.
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Chapter 3

Monte Carlo methods

In the past few years, some important improvements in Monte Carlo (MC) codes, es-

pecially regarding the implementation of electron multiple scattering theories [Sel88,

AB84, SAB+97, BR87, BS01, HKM+92, KR00], made these codes powerful tools to

understand all the processes involved in the radiation energy deposition in materials.

Radiotherapy is a field where MC codes such as EGS4, MCNP4C give great con-

tributions to accurately determine basic dosimetric data [MT99, HHB96, WAN+00,

CLO+03]. Nowadays, MC methods are also the basis of some in-house treatment plan-

ning systems due to the emergence of specific geometrical packages such as BEAM

[RFD+95], and more recently due to the improvement of fast MC codes such as DPM

[SWB00] or VMC [KFF96].

MC methods are very different from deterministic transport methods. Determinis-

tic methods, the most common of which is the discrete ordinates method, solve the

transport equation for the average particle behavior. By contrast, Monte Carlo does

not solve an explicit equation, but rather obtains answers by simulating individual

particles and recording some characteristics of their average behavior.

The two MC code systems used in this thesis were: the Monte Carlo N-Particle code

version 4C (MCNP4C) [Bri00] and the Dose Planning Method code (DPM) [SWB00].

MCNP4C is a Monte Carlo code which can handle continuous energy, generalized

geometry, coupled or de-coupled neutron/photon/electron problems. This code is

widely used in medical physics applications [CDS00, DSC+98, SCB+99, YSS01, JKO99,

LRS+00]. It belongs to the ETRAN MC codes family. MCNP uses continuous-energy

nuclear and atomic data libraries. The primary sources of nuclear data are evaluations
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from the Evaluated Nuclear Data File (ENDF) system [Kin79], the Evaluated Nuclear

Data Library (ENDL) [HCH+75] and the Activation Library (ACTL) [GH78]. The

geometry of MCNP treats any three-dimensional configuration of user-defined mate-

rials in geometric cell bounded by first- and second-degree surfaces and fourth-degree

elliptical tori. A great improvement in the transport of electrons is the use of the Inte-

grated TIGER Series (ITS 3.0) in the continuous-slowing down approximation physics

[HKM+92].

MC code DPM has been designed to deal with radiotherapy-class problems. More

specifically, it is optimized for the calculation of the dose distribution delivered by

high energy (∼1 MeV up to ∼20 MeV) electron and photon beams in patients, whose

geometries are defined in terms of a (usually) large number of small volume elements,

or voxels. Tables and cross sections for given materials are produced from raw physics

data from PENELOPE’s library of constants [SFB+96]. The gains in CPU speed, com-

pared to generalist MC codes such as MCNP4C, are essentially due to a new transport

mechanism which is associated with a new multiple scattering formalism for electrons,

and allows the use of large step sizes. Photon and electron transport is performed along

different material regions without taking into account the existence of borders.

3.1 Analog and condensed history Monte Carlo

The simplest MC model for particle transport problems is the analog MC model. In

this model, particles are followed from event to event, and the next event is always

sampled (using the random number generator) from a number of possible next events

according to the events probabilities. This model is adequate for the transport of par-

ticles, such as photons, with large mean free pathlengths.

Because of the strength and long range of the Coulomb interaction, the number of

collisions in a typical charged particle history is enormous (of the order of 106). Thus,

the analog simulation is not adequate because it would be too time consuming. In

order to reduce the required amount of computation time, Berger [Ber63] introduced

the condensed history technique or condensed random walk. In each step, the an-

gular deflection and the energy loss from the combined effect of many collisions are

accounted for through random sampling from multiple scattering theories (Goudsmit

and Saunderson [GS40a, GS40b], Lewis [Lew50], Molière [Mol47, Mol48]) and stopping
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powers, respectively. Berger [Ber63] also defined two different implementations of the

condensed history technique, known as Class I and Class II schemes. In the Class

I scheme, or complete grouping, all electron interactions are grouped together, using

a predetermined set of pathlengths or average energy loss fractions and the random

sampling of the interactions is performed at the end of the step. MCNP4C is a Class I

scheme. In the Class II scheme, or mixed procedure, collisions with small energy losses

and deflections are grouped, but occasional catastrophic collisions occur and they are

treated separately using single scattering cross sections. Catastrophic events generate

bremsstrahlung photons and δ-rays that are able to interact with matter in a relevant

way, i.e. producing secondary particles. Classe II algorithms simulate the inelastic

collisions with production of secondary particles above an energy threshold ∆ in an

analog way. For energy transfer below ∆, the collisions are grouped with the energy

loss estimated from restricted stopping power, L∆, distributions. MC code DPM is a

Class II scheme.

In the following sections, we will briefly present how the photon transport is treated

by MCNP4C and DPM (version 1.1) and in more detail how the electron condensed

history is treated by these two codes. The terminology employed in MCNP4C and

DPM will be respected.

3.2 Photon transport

An important component of Monte Carlo techniques is the numerical sampling of ran-

dom variables with a given probability distribution function (PDF). The random sam-

pling algorithms are based on the use of random numbers uniformly distributed in the

interval ]0,1]. In general, photon analog MC simulation can be performed in four main

steps basically used by MCNP4C and DPM:

1. random choice of the distance to the next interaction, according to the total

photon cross section σtotal. The distance to the next interaction is randomly

sampled from the exponential attenuation law, i.e. the distance, t, to the next

interaction is governed by the following PDF:

p(t)dt = µe−µtdt, (3.1)

where µ is the linear attenuation coefficient for the medium. In that case, the
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distance t is determined by:

t = − 1

µ
ln(ξ) = −λln(ξ) = − A

Naρσtotal
ln(ξ), (3.2)

where A, Na and ρ are respectively the atomic mass, Avogadro’s number and

density of the material, σtotal the total photon cross section, ξ a pseudo-random

number sampled in ]0,1], and λ the total mean free path (MFP).

2. transport to the interaction site, taking into account the geometry constraints;

3. random choice of the interaction mechanism, according to the total photon cross

section σtotal. The interaction mechanism’s choice is based upon the relative mag-

nitudes of the photon cross sections of the competing processes σi, i.e. a random

number is generated and the interaction mechanism, i, is chosen according to its

probability, σi/σtotal;

4. random choice of the outcome of the interaction, in terms of the scattering angle

and energy, according to the corresponding differential photon cross section. The

probability distribution function, defined by the differential photon cross section

of the interaction mechanism previously chosen, is randomly sampled to give the

scattering angle. The energy is then obtained from the energy - scattering angle

relationship. For the details of photon interactions, see Chapter 1.

The analog simulation requires that the distance to the next interaction has to be

recalculated when the photon crosses an interface between two distinct materials, which

occurs very frequently in a small-voxel based geometry and induces a significative loss

in transport process efficiency. To overcome this difficulty, DPM uses the δ-scattering

method of Woodcock et al. [WMH+65], which avoids calculating intersections with the

interfaces of all the visited voxels. The method is implemented by first determining the

energy dependent minimum total MFP, λ(min)
γ (E), in the entire geometry. A distance

to the next interaction t is then sampled using λ(min)
γ (E), and the photon is transported

through t, ignoring all boundary crossing. Next, the material of the current voxel is

determined and an interaction is simulated at t only with a probability equal to:

P =
λ

(min)
γ (E)

λ
(vox)
γ (E)

, (3.3)

where λ(vox)
γ (E) represents the total MFP in the current voxel. If an interaction does

not occur, the transport is continued. If an interaction i does occur, its type is sampled
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according to the correspondent probability Pi, which is:

Pi =
λ

(vox)
γ (E)

λ
(vox)
i (E)

, (3.4)

where λ(vox)
i (E) represents the MFP of the interaction i in the current voxel.

The detailed physics treatment is used in MCNP4C. It includes the photoelectric effect,

the Compton scattering, the Thomson scattering, the pair production and accounts for

fluorescence photons after photoelectric absorbtion. In DPM code, only the photoelec-

tric absorption, the Compton scattering and pair production are considered.

3.3 Electron transport in MCNP4C

3.3.1 Electron step and substeps

The condensed random walk for electrons can be considered in terms of a sequence of

sets of values:

(0, E0, t0, u0, r0), (s1, E1, t1, u1, r1), (s2, E2, t2, u2, r2), . . . (3.5)

where sn, En, tn and rn are the total pathlength energy, time, direction and position

of the electron at the end of n steps. On the average, the energy and pathlength are

related by:

En−1 − En = −
∫ sn

sn−1

dE

ds
ds, (3.6)

where −dE/ds is the total stopping power. The electron steps with pathlengths s =

sn − ss−1 are called the major steps or energy steps. The condensed random walk of

the electrons is structured in terms of these energy steps. Class I ETRAN-based codes

such as MCNP4C usually choose the sequence of pathlengths {sn} such that:

En−1

En
= k, (3.7)

for a k constant. The most commonly used value is k = 2−1/8, which results in an

average energy loss per step of 8.3%. In MCNP4C, to accurately represent the electron

trajectory, a major step s is divided into m substeps, each of pathlength s/m. The

integer number m depends only on the material (average atomic number Z). Angular

deflections and the production of secondary particles are sampled at the level of these

substeps.
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3.3.2 Energy straggling

In Class I codes such as MCNP, all electron interactions are grouped together. Thus,

the distribution for energy loss sampling must include values of losses due to secondary

electrons. That is why MCNP uses the collisional stopping power calculated in Chapter

1 without the shell correction factor, treating all the collisional events in an uncorre-

lated, probabilistic way. Because an energy step represents the cumulative effect of

many individual random collisions, fluctuation in energy loss rate will occur. Thus,

the energy loss will not be a simple average ∆ but a probability function f(s,∆)d∆.

Landau [Lan44] developed a theory to calculate this distribution and found that the

energy loss distribution can be expressed as:

f(s,∆)d∆ = φ(λ)dλ, (3.8)

where φ(λ) is an universal function of a single scaled variable

λ =
∆

ξ
− ln

[

2ξmv2

(1 − β2)I2

]

+ δ + β2 − 1 + γ, (3.9)

where m and v are the mass and speed of the electron, δ the density effect correction,

β = v/c, I the mean excitation energy of the medium, and γ is the Euler’s constant.

The parameter ξ is defined by:

ξ =
2πe4NZ

mv
s. (3.10)

Landau’s theory is valid if the mean energy loss for a energy step s is small compared

with the electron energy and if the parameter ξ is large compared with the mean exci-

tation energy of the medium. The Rutherford cross section [Rut11] is used to compute

the energy loss.

Blunck et al. [BL50] have extended Landau’s result to include the second moment

of expansion of the cross section. Their result can be expressed as a convolution of

Landau’s distribution with a Gaussian distribution:

f ∗(s,∆) =
1√
2πσ

∫ +∞

−∞

f(s,∆′)exp

[

(∆ − ∆′)2

sσ2

]

dσ. (3.11)

Blunck et al. [BW51] provided a simple form for the variance of the Gaussian:

σ2
BW = 10eV.Z4/3∆, (3.12)
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and Seltzer [Sel91] recommends a correction to σBW which is used in MCNP4C:

σ =
σBW

1 + 3εCE
, (3.13)

where εCE is the an estimate for the relative error found by Chechin et al. [CE76]:

σCE ≈
[

10ξ

I

(

1 +
ξ

10I

)

−1/2]

. (3.14)

3.3.3 Angular deflections

In all condensed history MC programs, the effect of the large number of elastic in-

teractions, which occur over a given pathlength, is modelled by means of multiple

scattering theories. The MCNP code relies on the Goudsmit-Saunderson theory for

the probability distribution of angular deflection [GS40a, GS40b]. This theory is an

exact solution for the angular distribution of charged particles traversing a given dis-

tance, assuming a constant cross section over the path. The Goudsmit-Saunderson

distribution for angle deflections is given by:

FGS(s/m, µ) =
∞
∑

l=0

(

l +
1

2

)

e−s/mGlPl(µ), (3.15)

where s/m is the length of the substep, µ = cosθ the angular deflection from the

direction at the beginning of the substep, Pl(µ) the lth Legendre polynomial, and Gl

is:

Gl = 2πN

∫ +1

−1

dσ

dΩ
[1 − Pl(µ)]dµ, (3.16)

in terms of microscopic cross section dσ/dΩ, and the atomic density N of the medium.

In MCNP, the microscopic cross section is taken from numerical tabulations from Riley

et al. [RMB75] for electron energies below 0.256 MeV, and, for higher electron energies,

a combination of the Mott [Mot29] and Rutherford cross sections, with screening cor-

rection given by [Sel88]:

dσ

dΩ
=

Z2e2

p2v2(1 − µ+ 2η)2

[

(dσ/dΩ)Mott

(dσ/dΩ)Rutherford

]

, (3.17)

where e, p and v are the charge, momentum and speed of the electron respectively.

MCNP uses the recommendation of Seltzer [Sel88] for the value of the screening cor-

rection η given by:

η =
1

4

(

αmc

0.855p

)2

Z2/3

[

1.13 + 3.76(αZ/β)2

√

τ

τ + 1

]

, (3.18)
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where α is the fine structure constant, m is the rest mass of the electron, β = v/c and

τ is the electron energy in units of electron rest mass.

3.3.4 Hard collision and radiative events

Using the differential Møller cross section, the probability of energy transfer greater

than some εc representing an energy cutoff, below which secondary particles will not

be followed is given by:

σ(εc) =

∫ 1/2

εc

dσ

dε
dε. (3.19)

Then the normalized probability distribution for generation of secondary electrons with

ε > εc is given by:

g(ε, εc)dε =
1

σ(εc)

dσ

dε
dε. (3.20)

At each electron substep, MCNP uses σ(εc) to determine randomly whether knock-on

electrons will be generated. If so, the distribution of Eq. 3.20 is used to sample the

energy of each secondary electron. Once an energy has been sampled, the angle between

the primary direction and the direction of the newly generated secondary particle is

determined by momentum conservation. This angular deflection is used for subsequent

transport of the secondary particle. The energy and direction of the primary electron

are not changed by the sampling of secondary particles. On average, both the energy

loss and the angular deflection of the primary electron have been taken into account

by the multiple scattering theories.

For the sampling of bremsstrahlung photons, MCNP uses the Bethe-Heitler Born-

formalism. In MCNP, all the data including bremsstrahlung production probabilities,

photon energy distributions and photon angular distributions are converted into ta-

bles. At each substep, according to the bremsstrahlung production probabilities table,

MCNP determines if a photon is created or not. If created, a sampling in the photon

energy distribution tables is performed and finally a sampling in the photon angular

distribution table is performed. The direction of the primary electron is unaffected by

the generation of the photon, because the angular deflection of the electron is controlled

by the multiple scattering theory. However, the energy of the electron at the end of

the substep is reduced by the energy of the sampled photon because the treatment of

the electron energy loss is based only on nonradiative processes.
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3.4 Electron transport in DPM

3.4.1 Multiple scattering with energy loss

The first major innovation introduced in DPM to speed up calculations, is the use

of a new step-size independent multiple-scattering theory. This method is a robust

implementation of the Lewis’s formulation of Goudsmit-Saunderson theory. In the

continuous slowing down approximation, the pathlength can be expressed in terms of

the energy loss as:

s =

∫ E

E−∆E

dE

S(E)
= R(E) −R(E − ∆E), (3.21)

where S(E) is the CSDA stopping power and R(E) the CDSA range. The average

energy loss ∆E for an electron with initial energy E travelling a distance s can be

determined by inverting the CSDA range:

∆E = E −R−1(R(E) − s). (3.22)

Lewis [Lew50] introduced the energy dependence in the Goudsmit-Saunderson multiple

scattering theory and obtained the angular distribution:

FL(ω) =
∞
∑

l=0

(

l +
1

2

)

Pl(w)exp

[

−
∫ E

E−∆E

dE
Gl

S

]

, (3.23)

where ω = cosθ, Gl = gl/λ with λ the MFP of the inelastic interactions and the

coefficients gl given by the expansion of the angular differential elastic cross section

using Legendre polynomials. Kawrakow et al. [KB98] have shown that Eq. 3.23 can

be accurately expressed by:

FL(ω) = q(u,E)
2B(1 +B)

(1 + 2B − ω)2
, (3.24)

where B is a free parameter, u a angular variable calculated from ω. They have

shown that the function q(u,E) depends only on the dynamic variable u and E. This

function is pre-calculated by DPM from Rutherford cross section corrected for spin and

screening. This formalism allows a very fast determination of the polar angle θ due to

the fact that the problem of sampling FL has been reduced to interpolating q(u,E).
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3.4.2 The random hinge transport mechanism

The second major innovation introduced in DPM lies in the use of a new transport

mechanism. The no-dependency on the stability of the angular distributions calcu-

lated in 3.23, allows the use of a new mechanism of transport called the random hinge

mechanism [FMB+93, BS01]. MC code PENELOPE’s random hinge model provides

an excellent compromise between speed and accuracy, and is therefore well suited for

a fast MC code. In this model, the energy loss along a step is disregarded. The ran-

dom hinge model splits the pathlength s in two sub-steps of lengths: sA = ξs and

sB = s− sA where ξ is a random number between 0 and 1. A first sub-step sA is taken

in the electron initial direction, after which the particle is deflected according to any

multiple scattering law which provide polar and azimuthal deflection determined over

the entire step s. A second substep is then taken over the remaining distance sB in the

new direction.

Unfortunately, the inclusion of the energy losses along s reduces the accuracy of the

random hinge model: PENELOPE model overestimates the scattering for very large

pathlengths. Using the same concept of random hinge model, DPM uses a variable

called scattering strength, K1, where sampling is performed rather than the distance s,

i.e:

K
(A)
1 = ξK1(s), (3.25)

where K1(s) is given by:

K1(s) ≡
∫ s

0

ds′G1(s
′) ' sG1

(s

2

)

, (3.26)

with G1 = g1/λ. The electron is then transported until it "accumulates" a scattering

equal toK(A)
1 , where a deflection is imposed. The electron is then moved the pathlength

required to exhaust the scattering strenght K1(s)−K
(A)
1 . This formalism corrects the

overestimation of the scattering and more important, provides a basis for simulating the

scattering across material density boundaries. This new transport mechanism allows

to accurately describe the trajectories of the electrons until complete absorption with

only 8-10 steps in the condensed history compared to the required multiple steps for

the generalistic codes in each crossed voxel [SWB00].
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3.4.3 Hard collision and radiative events

As DPM is a Class II algorithm, hard interactions are simulated discretely using an

analog (event-by-event) model. DPM uses the Møller cross section to treat the inelastic

collisions of electrons with atomic electrons. Integrating the differential Møller cross

section, the inverse MFP, λ−1
M for hard collisions events (those above the cutoff WM)

in homogeneous media is given by:

λ−1
M =

2πe4

mv2

Znm
E

[

1 − 2kM
kM(1 − kM)

+

(

γ − 1

γ

)2(

1

2
− kM

)

+

[(

γ − 1

γ

)2

− 1

]

ln
1 − kM
kM

]

,

(3.27)

where nm is the number of molecules per unit of volume and

kM =
WM

E
. (3.28)

In the limit that mc2 � E and kM � 1, Eq. 3.27 can be approximated by:

λM ' A

Zρ

mc2WM

NA2πe4
. (3.29)

By default, DPM sets WM =200 keV, as knock-on electrons with less than that energy

have ranges much smaller than the minimum 1 mm voxel size. For water, we have

λM ' 2 cm with WM =200 keV and it is practically independent of E as shown in Eq.

3.29. When a Møller interaction takes place, the fraction k of energy lost is sampled

from the normalized probability distribution function based on the total Møller cross

section. A knock-on electron is generated and its energy, direction an position stored

for later transport. If the knock-on electron has a kinetic energy W , the direction of

the movement will be determined according to the momentum conservation and the

angle, θ2 formed between this direction and the velocity of the primary electron is given

by:

cosθ2 =

√

W (E + 2mc2)

E(W + 2mc2)
. (3.30)

For bremsstrahlung events, from the data tables given by Seltzer et al. [SB85], it

can be shown that for materials and energies typically seen in radiotherapy, the brems-

strahlung cross section implemented in DPM is given by:

σB =
Z2

βk
a(1 − bk), (3.31)
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where W = kE (W the energy of the produced photon), β the electron velocity in

units of the speed of light, and (a, b) energy and material independent constants of a

linear function fitting the tabulated data. For a given cutoff energy for bremsstrahlung

production, WB, the inverse MFP resulting from Eq. 3.31 is given by:

λ−1
B =

Z2nma

β2

[

ln
1

kB
− b(1 − kB)

]

, (3.32)

where kB = WB/E. In the limit mc2 � E and kM � 1, Eq. 3.32 can be approximated

by:

λB ' A

Z2ρNAa

(

ln
E

WB

− b

)

−1

. (3.33)

The analog simulation of hard bremsstrahlung events are performed using a random

sampling on the PDF corresponding to the normalized σB. The angular deflection

of the incoming electron is small and can be neglected and the scattering angle of the

secondary photon is set equal to its mean value, approximately given by Heitler [Hei54]:

〈θ〉 ' mc2

E +mc2
. (3.34)

3.4.4 Transport across inhomogeneous voxel phantom

In typical mixed class II electron transport MC models, electrons are created with an

initial direction, an initial energy and are transported in a series of steps until they exit

the problem geometry or their energies fall below a user defined absorption cutoff. In

this section, we will present how the transport is performed in a voxel based geometry.

For catastrophic events, the distance to a catastrophic collision is sampled according

to:

tca = −λcalnξ, (3.35)

where λca is the catastrophic collision MFP for a reference material which is water,

and ξ a random number uniformly distributed in ]0,1]. A lookup table with values of

λca = λM for Møller event and λca = λB for bremsstrahlung event, based on Eqs. 3.29

and 3.33 respectively, are read from input files during the initialization of DPM. When

an electron travels a distance t inside a voxel, tca is decreased an amount Λtca given

by:

Λtca = ∆tM = t
(Zρ/A)vox

(Zρ/A)water
, (3.36)
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for Møller events, and

Λtca = ∆tB = t
(Z2ρ/A)vox

(Z2ρ/A)water
, (3.37)

for bremsstrahlung events. At that point, a catastrophic event is simulated, in which

the secondary particle is generated with its phase sampling according to the interaction

process (Møller or bremsstrahlung event) and placed in a secondary stack.

The total scattering strength K1 is obtained for water at the initial electron energy.

Values of K1 as a function of energy and a preset pathlength s are precalculated for

water and read by DPM during its initialization. Using the DPM random hinge mecha-

nism, the scattering strength prior to simulation of a multiple scattering event is given

by:

tS = K
(A)
1 = ξK1. (3.38)

At each step t inside a voxel, tS is decreased by an amount equal to:

∆tS =

∫ t

0

dt′Gvox
1 (t′) ≈ t

2

[

Gvox
1 (t′ = 0) +Gvox

1 (t′ = t)

]

. (3.39)

Once tS exhausted, the angular deviation is sampled from the Lewis PDF, using the

q(u,E) surface corresponding to water. After rotating through the scattering angle

to determine the new electron direction, the linear transport is resumed until a new

quantity of scattering strength, given by:

tS = K
(B)
1 = K1 −K

(A)
1 , (3.40)

is spent. A new ∆tS is calculated and after the distance to tS is traversed, the process

is repeated with a new total scattering strength K1 determined according to the lookup

tables and a new tS is sampled according to Eq. 3.38.

Apart from discrete events the continuous energy loss of electrons is computed at

each step and given by:

∆E =

∫ t

0

dt′S(vox)
r (t′), (3.41)

where t is the distance traversed in a given voxel prior to a hard collisions or existing

the voxel and S(vox)
r is the restricted collision stopping power for energy transfer below

Møller and bremsstrahlung production thresholds for the problem. For large t, S(vox)
r

can vary over the step, and so the integral is approximated by first estimating the

energy loss over t assuming that S(vox)
r is constant, and then averaging the stopping
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power over the step. Values of S(vox)
r are precalculated for a dense grid of energies and

read by DPM during its initialization.



Chapter 4

MC simulation of KD2 plus additional

collimator

Dose measurements for the narrow photon beams used in radiosurgery are complicated

by the lack of electron equilibrium which is a requirement namely for ionometric me-

thods. To overcome this difficulty the use of different dosimetric supports is strongly

recommended in order to appreciate the influence of each type of detector. MC simu-

lation is another kind of tool to assess the details of the energy deposition phenomena in

such narrow photon beams. In this chapter, we will simulate the head of the accelerator

used for radiosurgery treatments at IPOFG-CROC, S.A., and analyze the subsequent

created Phase Space Data (PSD). The validation of the PSD will be done compar-

ing calculated DDCs, OARs and OFs with experimental ones obtained from various

detectors.

4.1 Phase Space Data generation

A very detailed geometry of the accelerator head plus the additional collimator is

modelled in MC code MCNP4C using cells constructed by Boolean combinations of

first and second-degree surfaces. For instance, a complex component such as the flat-

tening filter is composed by various cells. In each cell, the user has to provide the

type of material, its density, and two additional parameters controlling, for photons

and electrons respectively, the geometry splitting with the variance reduction technique

Russian Roulette [Bri00].

73
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Since the internal geometry of the accelerator head remains unchanged in a radiosurgery

treatment, it has to be simulated just once. In this first block the following components

are included: target, target assembly, primary collimator, flattening filter, ionization

chambers, mirror, jaws and reticle (see Fig. 4.1 (a)). The second block includes the

additional cylindrical collimator, the water phantom and the air column between the

additional collimator and the water phantom (see Fig. 4.1 (b)). This approach is

commonly used in medical accelerator simulations and is called the standard approach

[SKL+99]. The simulation of the first block will be called the patient-independent

simulation. Since the dose deposition in the water phantom is calculated in the second

block, this phase will be called the patient-dependent simulation.

e
-

Target Target Assembly

Primary Collimator

Flattening Filter

Ionization Chamber

Mirror

JawA

JawB

Reticle
Scoring plane

X

Y
Z

(a)

Additional Collimator

X

Y
Z

Water phantom

Scoring plane

(b)

Figure 4.1: (a) First simulation block: Siemens Mevatron KD2 linear accelerator

head components in 6 MV photon mode, (b) second simulation block: additional

collimator, air column and water phantom.

A PSD is recorded at the scoring plane into a binary file wssa which is the source for

the next simulation block (patient-dependent simulation). In this PSD, the charac-

teristics of the particles are stored. A dedicated code, MCNP-STRIP, is used in order

to transform the binary wssa-file into an ascii readable file. This code originates from

the LAHET Monte Carlo code and was adapted to MCNP and improved by Siebers

[Sie]. For photons, an in-house code XYZLAST was developed in order to determine
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where the photon that reach the scoring plane was generated or suffered its last in-

teraction. This code is based on the zl parameter (coordinate along the z -axis of the

point of origin) recorded in the wssa-file.

4.1.1 Simulation parameters

The interactions in the MCNP simulations can be described by two physics models:

the simple and the detailed one. The simple model is intended for high-energy photons

where little coherent scattering occurs, but it is inadequate for high-Z materials. Due

to this fact, the detailed model has been used and it accounts for fluorescent photons

after photoelectric absorbtion. Electron binding effect is also accounted by inclusion

of form factors.

A crucial issue is the generation process of bremsstrahlung photons. In the previous

MCNP version 4B, some authors such as Siebers et al. [SKL+99] advised against the use

of bremsstrahlung splitting. The problem consisted in output photons, after the split-

ting having identical phase space coordinates. This problems was solved in MCBP4C

and the bremsstrahlung splitting was used in this work (parameter BNUM = 4). In

the patient-independent simulation, no other particle splitting procedure was used.

According to the CSDA theory implemented in MCNP4C, the condensed random walk

is structured in terms of energy steps. However, the representation of the electron tra-

jectory will be more accurate if the major step s is divided in multiple substeps. The

integer entry m of the estep card of MCNP4C divides the major step s in m substeps.

By default, the value of m varies from m = 2 for materials with Z < 6 to m = 15 for

materials with Z > 91. In the simulation of the accelerator, the target material plays

the crucial role and this is why the trajectory of the electrons must be as accurate as

possible. This can be critical in the case of a thick target. The default value (m = 13)

given by MCNP4C may not be sufficient to sample correctly the electron trajectory.

But the value of m can change drastically the running time of the simulation. The

greater the value of m, the better is the sampling of the electron trajectory but the

greater is the running time. Simulations of the target alone were performed to check if

the default value of m was adequate. An analysis of the characteristics of the particles

was performed and the results were compared for different values of m larger than the

default value. For incident electrons of 6.15 MeV, no significant changes were found
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in the characteristics of the emergent particles from the slab for the different values of

m, but the running time increased by a factor 2.4 for m = 40 compared to m = 13.

According to the results of these simulations, the default value of m for the target

material was used.

Following some authors [RFD+95, LSM99, SKL+99, MMK+99, LRS+00], the kinetic

electron energy cutoff was set to 0.189 MeV in the first block and 50 keV in the second

block. The photon energy cutoff was set to 10 keV in both blocks. The electron energy

indexing algorithm used was the ITS-style with nearest group boundary treatment.

The upper energy limit for electron interactions (EMAX) was set to 6.2 MeV for the

two blocks. A total of nps = 109 incident electrons were used in the first block. Elec-

tron cross sections and related data are generated on a logarithmic energy grid from

EMAX to an energy at least as low as the global energy cutoff for electrons. The

data library for materials used in the simulations are the improved ENDF/B-VI data

library with EL03 electron data library [Bri00].

In the overall simulation process, some particles created in the first block, whose tracks

cross the scoring plane, do not interact in the water phantom or patient; it is thus

unnecessary to follow the history of such particles. This is why, in the simulation of

the patient independent block, only particles that cross the surface which defines the

scoring plane within a radius equal to 20 cm were kept. In the simulation of the patient

dependent block, particles whose tracks enter an annular cell placed between the planes

which define the top and the bottom of the additional collimator and with an internal

diameter equal to the external diameter of the additional collimator are eliminated by

the cell importance mechanism.

4.1.2 Characterization of the incident electron source

The determination of the characteristics of the incident electrons impinging in the tar-

get is a crucial step in the overall simulation process. The calculated dose distributions

depend to a certain extent on the characteristics of the incident electrons. The energy

and spatial distributions of these incident electrons can vary for the same accelerator

depending on the adjustments made in-situ. This is why values given by the manufac-

tor are only indicative values of the real characteristics of the incident electrons of the

accelerator that we want to simulate.
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The direct measurement of the spot size of the photon beam or the primary elec-

tron beam is a very difficult task due to the very high beam intensities produced by

linear accelerators. Different experimental methods have been used to measure such

characteristic [MR88, LMB88, LLB+92, JBF+93, SLR02]. Detailed studies on the in-

fluence of the linac components and the characteristics of the primary electron beam

using MC simulations were done by Sheik-Bagheri et al. [SR02]. They concluded that

the calculated DDC in water is relatively insensitive to relative small changes in the

primary electron energy, whereas the lateral dose profile is a good indicator for the

exact value of the primary electron energy, also confirmed by the work of Lovel et al.

[LCM95] and Lin et al. [LCL01]. They have also shown that, for different modelled

linear accelerators, the energy spread of the electron primary beam has a very weak

effect on the calculated dose distributions and can be ignored. According to these au-

thors, the procedure to tune the energy and spot size of the incident electrons is based

on DDC and OAR calculations. First, the primary energy of the incident electrons

is set according to the manufactory specification. This energy is tuned until the cal-

culated DDC matches the measured one for the 10 × 10 cm2 field. Second, with that

energy, the incident electron spot size is changed until calculated profiles match the

measured ones. Finally, once the spot size is defined, another DDC is calculated to

verify if the incident electrons energy has to be changed or not.

The procedure to tune the energy and spot size of the incident electron can be very

time consuming especially if the electron energy has to be changed again after the

tuning of the spot size. It is clear for conventional radiotherapy, that the spot size

plays a crucial role (especially for the larger field sizes) and must be taken into account

to calculate with a good accuracy the profiles and the geometry size of the radiation

fields [SRR+00]. But for the narrow photon beams used in radiosurgery, it may be not

so important to take into account this parameter. For radiation fields smaller than

10× 10 cm2, Fix et al. [FKR00] have shown that models taking into account no radial

variation of photon energy and fluence gave the same dose distribution results that

those taking into account these variations. That is, for field sizes lower than 10 × 10

cm2, the electron spot and the flattening filter have a weak effect on the radial variation

of fluence and energy of the photons (emerging from the flattening filter) scored after

the jaws. These variations are expected to be even smaller after the interposition of

the additional collimators. This is why, for this particular application (simulation of
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narrow photon beams), the electron source spot size is replaced by an electron source

point. As refereed before, the electron energy spread can be ignored. In our simu-

lation, the electron source is then an unidirectional electron source point of 6.15 MeV

[CLO00, FCA+99]. Finally, Rodrigues [Rod02] has shown that for our linear accele-

rator, the dose distribution for the 10× 10 cm2 using the defined electron point source

is in good agreement with measurements.

4.2 Phase Space Data analysis

4.2.1 Basic statistics

During the simulation process, the weight of the particles is adjusted depending on

various factors. The understanding of the weight mechanism is crucial in analyzing all

the physics processes involved in simulation. Some variables have to be defined. Let

us consider a population of n particles. A subpopulation i of ni particles has the same

weight wi. The total weight of the population of n particles is defined as:

Wt =
∑

i

niwi. (4.1)

MCNP4C writes in the output file for each cell this variable for the corresponding

particle creation or capture process. The average weight of the population is given by:

w =

∑

i

niwi

∑

i

ni
. (4.2)

Combining Eqs. 4.1 and 4.2 we obtain:

Wt = w
∑

i

ni = wn. (4.3)

If we consider that the population has an average weight equal to 1, Eq. 4.3 becomes:

Wt = n′. That means n particles with an average weight w are equivalent to n′ particles

with an average weight equal to 1. The mean energy of the population is given by:

E =

∑

i

Einiwi

∑

i

niwi
. (4.4)
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Combining Eqs. 4.1 and 4.4, the mean energy of the population is related to the total

weight of the population by the equation:

EWt =
∑

i

Einiwi. (4.5)

Let us consider a simple example to understand how these variables can be useful to

represent a population of particles. A population is composed of 10 particles: 5 parti-

cles of 1 MeV and 0.25 of weight, 3 particles of 2 MeV and 0.5 of weight and 2 particles

of 3 MeV and 1 of weight. In theses conditions and using Eq. 4.1, the total weight is

equal to Wt = 4.75. From Eq. 4.4, the mean energy of the population is E = 2.16 MeV.

This population is equivalent to a population of 4.75 particles with a mean energy of

2.16 MeV. To turn Wt independent of the number of incident particles, we normalize

Wt to the number of incident electrons (nps). In this case, Wt represents the number

of particle (from a population) per incident electron.

The distributions of the particles that reach the scoring plane are represented by his-

tograms, the statistical error for one channel of N entries is given by
√
N . For mean

distributions such radial mean energy distribution, the error associated to the mean

value in each channel with N entries is given by [Lyo89]:

sm =
σE√
N

=

√

√

√

√

1

(N)(N − 1)

N
∑

i=1

(Ei − E)2. (4.6)

If N is the number of particles in a channel and A the area where the N particles are

counted, then the associated error of the value N/A is given by
√
N/A.

4.2.2 Particle creation and loss events

Before analyzing the PSD, it is interesting to have a global perspective of the parti-

cles creation and loss events occurring in all the components in the simulation block

1. Figure 4.2 shows the photon processes in block 1. Clearly, the bremsstrahlung

interaction is the main photon creation process, followed by fluorescence. Electron

x-ray and electron-positron annihilation (p-annihilation) processes are secondary crea-

tion photon processes in terms of importance. Figure 4.2 also shows that most of the

photons are eliminated by capture processes (photoelectric events). Pair production

process is quite marginal compared to capture processes. It has to be notice that a

small fraction of photons are eliminated because they escape in the sense that these
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Figure 4.2: Type of events for photons in block 1 simulation. Wt represents the

number of particles for one type of event per incident electrons.

photons go out the region of interest. Finally, the type of event energy cutoff is neg-

ligible (Wt = 1.5 × 10−5). For electrons, results presented in Fig. 4.3 show that the

knock-on collisions are dominant for electron creation (strictly speaking, the knock-on

process does not create electrons, energy is transferred from one electron to another).

The photoelectric and Compton processes have the same order of importance in cre-

ating electrons in block 1. Finally, the pair production process weakly contributes to

electron creation. Relatively few electrons escape, most of them are eliminated by the

bremsstrahlung process (most significative) and energy cutoff events.

The average weight w of the particles (photons and electrons) created or eliminated

in block 1 is w = 0.2603. This value is not equal to 0.25 because not all the incident

electrons suffer bremsstrahlung process as first interaction. Simulations show that

characteristic x-ray photons have a weight equal to 1: only incident electrons produce

characteristic photons. For the p-annihilation process w = 0.9467 meaning that most

of these photons are produced by the incident electrons. For the fluorescence process,

simulations show that most of these photons are produced by secondary electrons that

were originated themselves by bremsstrahlung photons (w = 0.2572 for 1st fluorescence

and w = 0.2503 for 2nd fluorescence). Concerning photon losses, for all the events,

w ≈ 0.26 indicating that the origin of most of these photons is the bremsstrahlung
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Figure 4.3: Type of events for electrons in block 1 simulation. Wt represents the

number of particles for one type of event per incident electron.

interaction. For electrons, it is not relevant to perform the same analysis since most

of the capture photons have w = 0.26. It is expected that the weight of the created

electrons does not differ from this value.

If we analyze the events in each component, we can conclude that most of the brems-

strahlung interactions take place in the target as expected but also in the primary

collimator, as shown in Fig. 4.4. In fact, high energy electrons produced in the target

or incident electrons can reach the high-Z primary collimator located very close to the

target. The bremsstrahlung process is the main photon creation process in most of the

components, as shown in Fig. 4.5. Simulation results also show that the fluorescence

process is the second main photon creation process and mostly takes place in the target

and primary collimator. Photons are essentially captured in the target and primary

collimator, as shown in Fig. 4.4, and is the main photon loss process in most of the

components, as shown in Fig. 4.5.
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For electrons, most of the processes occur in the target as shown in Fig. 4.6. As it

happens with photons, the primary collimator is the second source of electron creation

due to its proximity to the target. Figure 4.6 also shows that the Compton and

photoelectric processes are an important source of electron creation. Figure 4.7 shows

that the Compton process is the relative main electron creation process in most of the

components. As expected, most of the electrons are eliminated by the bremsstrahlung

process and energy cutoff in the target and primary collimator. Except in the target,

the energy cutoff mechanism is responsible for most of the eliminated electrons as

shown in Fig. 4.7.
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Figure 4.7: Type of events for electrons for each accelerator head component in block

1 simulation. Wt is normalized for each component to the sum of the total weight

of that component.

4.2.3 Particle characteristics in PSD

In this section, we will focus on identifying the sources of the particles reaching the

scoring plane and then we will analyze the characteristics of these particles. It is not

our purpose to analyze the characteristics of the particles at different levels in the

accelerator head which for our accelerator has already been performed by Rodrigues

[Rod02]. Results of block 1 simulation show that the number of electrons reaching the

scoring plane is a small fraction of the total number of particles stored in the PSD.

They represent 0.9% of the total number of particles (photons and electrons) reaching

the scoring plane. This result is of course machine dependent but it is of the same

order of the results reported by other authors [ZW99, CDS00, FHD+03] for a 10 × 10

cm2 field size. Using XYZLAST, the origin or last interaction point of photons was

found. Unfortunately, this point can not be calculated for electrons since the variable zl

represents for electrons the starting point of the last substep and not the point of origin.

Some studies have shown that these contaminant electrons were mostly originated by

Compton interactions (see Fig. 4.7), in the flattening filter [SK96, ZP98]. In this

characterization, electrons will be globally analyzed. Figure 4.8 shows the point of

origin or last interaction of the photons along the z -axis and Table 4.1 resumes the

relative contribution of each accelerator head component for the 10 × 10 cm2 at the
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scoring plane.
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Figure 4.8: Point of origin or last interaction along the z -axis of the photons reaching

the scoring plane for a 10 × 10 cm2 field size.

Component Relative intensity (%) Average energy (MeV) Average polar angle (degrees)

Target 75.27 1.8710 ± 0.0005 2.101 ± 0.002

Target Assembly 3.36 0.8239 ± 0.0013 1.9552 ± 0.0003

Primary Collimator 2.81 1.310 ± 0.0014 3.903 ± 0.004

Flattening Filter 4.48 1.1333 ± 0.0017 3.890 ± 0.004

Ionization Chambers 2.70 1.033 ± 0.0020 5.468 ± 0.006

Mirror 0.56 1.0912 ± 0.0043 7.398 ± 0.017

JawA 3.09 1.491 ± 0.0016 12.199 ± 0.017

JawB 5.21 1.292 ± 0.0012 18.089 ± 0.022

Reticle 1.51 0.7880 ± 0.0019 25.922 ± 0.045

Air 0.09 0.9031 ± 0.0091 17.859±0.232

Total photons 99.08 1.6990 ± 0.0004 2.916 ± 0.001

Electrons 0.92 1.321 ± 0.0070 23.456 ± 0.112

Table 4.1: Relative contributions of the accelerator head components for the 10×10

cm2 radiation field. Average energy of particles coming from each component. All

data are calculated at the scoring plane placed at 45 cm from the source.
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As expected, most of the photons reaching the scoring plane came from the target.

These photons constitute the primary radiation according to Ahnesjö nomenclature

[AA99]. Particles from all other components represent about 25% of the total number

of particles in the scoring plane and constitute in the same terminology the scatter ra-

diation. According to the simulation, the photons coming from the air, the mirror and

the reticle are almost negligible. Figure 4.9 shows the point of origin or last interaction

of the photons in the yz -plane. The various components of the accelerator head are

clearly identifiable. According to this figure, the photons coming from the flattening

filter interact or are originated in the flattening filter as a whole. Also from Fig. 4.9,

most of the photons coming from the jaws have suffered their last interaction or have

been originated in the inner border of the jaws and especially near from their top. Fi-

gure 4.9 also shows clearly the function of the primary collimator: first collimation of

the radiation beam. It has to be noticed that jawB contributes more than jawA. This

is of course due to the fact that some particles originated in jawA are absorbed in jawB.

Figure 4.9: Point of origin or last interaction in the yz -plane of the photons reaching

the scoring plane for a 10 × 10 cm2 field size.

Although the geometry does not present a cylindrical symmetry due to the jaws, we

will calculate radial distributions. Only particles inside a radius equal to 5 cm in the

scoring plane will be analyzed. This value is very conservative since the distance in
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the scoring plane between the center and a corner of 10 × 10 cm2 field size (defined

at isocenter) is less than 3.2 cm. Also, in this disk, more than 93% of the particles

recorded in the PSD are present. Figure 4.10 shows particles radial distributions for

each component.
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Figure 4.10: Radial distributions of particles at the scoring plane for each accelerator

head component. Results are normalized to the total number of particles per unit

of area. The right scale is applied to the target component and to the total number

of particles.

Some authors found that, for a Siemens accelerator and a 10× 10 cm2 field size, i) the

jaws contribution is negligible and ii) the flattening filter is the second most important

source of particles [CCG94, DJK+00], which seem to be in contradiction with results

presented in Table 4.1. If we define a circular light field which almost represents the

10×10 cm2 field size at isocenter, the radius of this light field in the scoring plane is 2.2

cm. Thus, if we just take into account the photons present in the light field (particles

inside a radius ≤ 2.2 cm in Fig. 4.10), we would see that the jaws contribution repre-

sents a small fraction of the total of the particles reaching the scoring plane, which is in

agreement with the cited later studies. According to the results also presented in Fig.

4.10, in the light field, the photons coming from the flattening filter are the second main

source of particles followed by the photons coming from target assembly, the primary

collimator and the ionization chambers respectively (in most of the studies, the target

assembly is not modelled or is included in the target component). All these results are

also in agreement with the previous cited studies. The effect of the flattening filter is

perfectly visible in the shape of the curve representing the total number of particles in
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Fig. 4.10: as the radius increases, more particles can reach the scoring plane. Finally,

Fig. 4.10 shows that outside the light field, the jaws contribution becomes more im-

portant and predominant for radius > 3.6 cm.

Energy spectra were calculated for all the particles coming from each accelerator head

component. The results of such calculations are presented in Fig. 4.11. Values of

average energy are also presented in Table 4.1. The average energy of all the photons

in the scoring plane for a 10×10 cm2 field size is 1.6990±0.0004 MeV which is close to

the value calculated by Rodrigues [Rod02] for our accelerator. He calculated a value

equal to 1.7832±0.0008 MeV. The small difference between the two values comes from

the different incident electron source models used in both simulations and the use of

two different MC codes.
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Figure 4.11: Calculated energy spectra at the scoring plane for particles coming from

each accelerator head component. Results were normalized to the total number of

particles in the scoring plane.

Figure 4.12 shows the radial average energy of the particles at the scoring plane for the

components that contribute more in the light field. The decrease of the average energy

as the radius increases is small in the light field. For the target component, this de-

crease is lower than 0.15 MeV between radius equal 0 cm and radius equal 3.1 cm. This

decrease can be explained by the presence of the flattening filter. Outside the light field,

the radial average energy of the photons coming from the target increases abruptly.

In this region, photons with high energy are able to go through the jaws whereas the
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photons with low energies are absorbed by these structures. Outside the light field, the

average energy for all the photons increases and becomes closer to the values for pho-

tons from the jaws because these components are predominant as the radius increases.
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Figure 4.12: Radial average energy distributions for particles coming from the most

important accelerator head components.

If we calculate the radial energy fluence which represents the amount of the trans-

ported energy (see Fig 4.13), the effect of the flattening filter is perfectly explained: for

the target component, photons with low energy are absorbed in the center of the flat-

tening filter but as the radius increases, these photons can pass through the flattening

filter increasing the photon fluence but decreasing its average energy. The flattening

filter is designed in such a way that the dose profile in a reference field at a reference

depth in water must be homogeneous. For the other components, there is no compen-

sation since the number of particles of each component decreases (see Fig. 4.10) and

the average energy also decreases or remains almost constant (see Fig. 4.11).
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Figure 4.13: Radial energy fluence distributions for particles coming from the accele-

rator head components. Results are normalized to the total energy fluence.

The polar angle of a particle is defined as the angle of the trajectory of the particle

with the z -axis. Figure 4.14 shows the distributions of the particles according to their

angles in the scoring plane and Table 4.1 indicates the average angle of the particles

at the scoring plane coming from each component. Figure 4.14 shows that most of the

photons with small polar angles (<3.5 degrees) come from the target. Between 5 and

15 degrees, most of the photons are coming from the primary collimator, the flattening

filter and the ionization chambers. For polar angles from 15 to 30 degrees, most of the

photons come from the jaws. Finally, most of the photons with the higher polar angle

(>40 degrees) are coming from the reticle. The total photon average angle presented in

Table 4.1 is very close from the geometrical divergence angle calculated for this accele-

rator which is 2.86◦±0.5◦ for the 10×10 cm2 field size. The spread of the distributions

is linked to a defined component, more precisely with the distance between that com-

ponent and the scoring plane. As this distance increases, the spread decreases. This is

simply due to the maximum solid angle between a component and the scoring plane.

For all the components, the number of particles increases until reaching a maximum

value and then decreases. For photons, the polar angle at the scoring plane is of course

the angle of emission at a defined component assuming straight line propagation. If

we consider at first approximation that the photons are emitted from a point source

defining a component, it is obvious that as the number of photons increases with the

radius at the scoring plane, the number of photons must increase as the polar angle

increases. The polar angle of maximum number of particles for each component is di-
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Figure 4.14: Angle distributions for particles in the scoring plane coming from the

various accelerator head components. Results were normalized to the total number

of particles in the scoring plane inside a radius ≤ 5 cm.

rectly linked to the jaws aperture. That is, a photon from one component with an angle

of emission whose trajectory intercepts the jaws can be absorbed. In this study, we

consider that the light field has a radius equal to 2.2 cm. Outside this region, particles

emitted from the components above the jaws are most of them absorbed by the jaws.

If we consider that photons are emitted from a single point corresponding to a defined

component, a simple calculus gives us the maximum allowed emission angle for these

photons without intercepting the jaws. For example, for the target component, the

distance between the scoring plane and the point source is 45 cm, then the maximum

polar angle is θmax = atan(2.2/45) = 2.8◦. In Fig. 4.14, the value of the polar angle

of maximum number of photons is 2.3◦, very close to 2.8◦ which is calculated with the

simple point source model. That is, most of the photons with angle of emission larger

than 2.3◦ are absorbed by the jaws and then decreases the number of photons reaching

the scoring plane. For photons from the primary collimator, the flattening filter and

the ionizations chambers, the value of θmax calculated with the point source model are

closed to the values presented in Fig. 4.14. For the other components, there are larger

differences because the source point approximation is no longer valid but the rational

is the same.
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The average polar angle at the scoring plane was calculated for photons and electrons

coming from accelerator head components (see Fig. 4.15). For all components, the
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Figure 4.15: Radial average angle for particles coming from the accelerator head

components.

average polar angle increases as the radius increases. This is of course essentially due

to geometrical reasons. Figure 4.15 also shows that for a given position in the scoring

plane, the average polar angle of the photons increases according to the component

where the photon was emitted. In fact, the distance between the scoring plane and

a point of origin (or last interaction) in a component defines a solid angle which be-

comes smaller as the component is located at larger distances from the scoring plane.

This phenomena is also shown in Fig. 4.14 where the maximum photon polar an-

gle increases as the distance between the components and the scoring plane decreases

and, in Table 4.1 where also the average angle increases as the distance between the

components and the scoring plane decreases. The discontinuity in the curve represen-

ting the radial average angle of all the photons in Fig. 4.14 is explained by the fact

that inside the light field most of the photons are coming from the target. Outside the

light field, the jaws become predominant explaining why the values of the average polar

angle for all the photons are close to the values representing the photons from the jaws.
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Finally, Fig. 4.16 shows how average energy of the particles varies when the polar

angle increases. The behavior of the different curves cannot just be explained by the
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Figure 4.16: Radial average energy vs. polar angle for particles coming from the

accelerator head components.

physical process occurring in the various components. In fact, according to the present

processes (mostly bremsstrahlung and Compton processes), it is expected that as the

polar angle increases, the average photon energy decreases. It should be remembered

that photons that reach the scoring plane are essentially primary photons from the

target component and secondary photons from the other components produced initially

by processes involving the primary photons. All these photons passed through the

flattening filter. It means that the energy of photons reaching the scoring plane not

only depends on the angle of emission, but also depends on the thickness crossed at the

flattening filter. It must also be pointed out that the thickness crossed at the flattening

filter depends also on the point of emission of the photon. For example, for the same

angle of emission for photons coming from the primary collimator, the thickness of

crossed flattening filter depends strongly on the point of origin. That is, the relation

between the angle and energy at the scoring plane is complex and depends basically

of the type of interaction at origin, the point of origin and the thickness of crossed

flattening filter. This can explain for example why for the small polar angles, the

average energy does not decrease. This rational is also valid for photons coming from

components below the flattening filter because as explained above, these particles were
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originally produced by primary particles. In the simple case of photons coming from

the target, it can be considered that these photons are emitted from a point source.

According to the results presented in Fig. 4.4, most of these photons are produced

by bremsstrahlung effect. The energy of these photons is strongly dependent on their

angle of emission [KM59]: the larger is the angle of emission, the lower is the energy

of the emitted photon. These photons cross the flattening filter. Due to the shape of

this component, photons with larger angle of emission (from the point source) cross

a smaller thickness of the flattening filter, being so less absorbed and decreasing the

average energy. The two effects (energy-angle dependence in bremsstrahlung process

and shape of the flattening filter) combine in such a way that, the average energy of the

photons coming from the target decreases as the angle increases as shown in Fig. 4.16.

The effect of the point of origin is negligible since the photon source can be considered

a point. The abrupt increase of the energy of photons coming from the target and the

target components is due to high energy photons with large angles of emission crossing

the jaws without being absorbed. Only particles inside a radius ≤ 5 cm were taken

into account, this explains the abrupt decrease in the curves for the target and target

assembly.

4.3 Phase Space Data validation

4.3.1 Dosimetric methods

In order to validate the PSD, the common approach is to compare the calculated

dose distributions for each additional collimator with the results obtained from mea-

surements [LSM99]. There are several dosimetric methodologies, supports, that may

be used to perform measurements for narrow photon beams. Detectors available at

IPOFG-CROC, S.A., for this kind of measurements are ionization chambers, film and

diode. Other systems such as diamond detector, MOSFETs detectors, TLDs and poly-

mer gels coupled with magnetic resonance imaging have been used by other authors

[RF95, HHB96, WAN+00, HFL+02, FCC+98, PSA+01].

There are basically two types of ionizations chambers: the parallel-plate and the thim-

ble chambers. The PTW Markus parallel plate ionization chamber was designed for

conventional radiotherapy dosimetry but can be used for radiosurgery dosimetry since

its sensitive volume is small (0.05 cm3, diameter 5 mm). Two thimble chambers are
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available at IPOFG-CROC, S.A., for narrow photon beam dosimetry: the PTW 0.125

cm3 thimble chamber type 31002 and the PTW PinPoint thimble chamber type 31006.

The last one was specially developed for dosimetry of small fields. It is a waterproof

0.015 cm3 cylindrical air chamber with a central electrode made of steel. The wall

consists of PMMA covered with a graphite layer. The sensitive volume is 2 mm in

diameter and 5 mm in length. Two orientations are possible: one with the chamber

axis parallel to the beam axis (vertical) and one with the chamber axis perpendicular

to the beam axis (horizontal). In the case of the 0.125 cm3 chamber, it is recommended

to use this chamber with its longitudinal axis parallel to the beam [AAP95].

The great advantage of the film dosimetry is its high spatial resolution. Unfortu-

nately, its practical implementation is not an easy task. In fact, several parameters

can influence the image quality and thus the measured results. The most important of

these parameters is the film development process. The dose is obtained from the film

using the calibration curve which transforms the optical density (OD) into absorbed

dose in water. This calibration curve is very dependent of the characteristics of the

development (temperature, chemical compositions, development time) [Nun95]. The

films used at IPOFG-CROC, S.A., are the Kodak X-Omat V. To measure the optical

density, an high intensity spot light, derived from a He-Ne laser, is scanned across

the film plane as the film is moved perpendicular to the laser scan Lumiscan 50. The

obtained spatial accuracy is 250 µm.

Finally, the PTW diode type 60008 (area of 1 mm2 and thickness of 2.5 µm) was used

to obtain basic dosimetric data. This detector is a single p-type Si diode. Although

diodes suffer principally from energy, angular and dose rate dependence [VM94], their

high spatial resolution and reproducibility turn them suitable for dosimetry of narrow

photon beams.

The diode, PinPoint (vertical and horizontal orientations) and Markus detectors are

used to obtained DDCs and are connected to the motorized PTW MP3 40×40×50

cm3 water phantom. All the measurements are performed for a SSD = 100 cm. For

OAR, measurements are performed in MP3 water phantom using the diode detector,

PinPoint chamber (in its two orientations). Films are also used and placed perpen-

dicular to the beam axis, in a water equivalent phantom (SOLID WATERTM phantom

from RMI). The experimental setup is SSD = 95 cm and depth of measurement 5
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cm. This is the setup used for basic dosimetric data measurement for STP3. Finally,

OFs are measured in the MP3 water phantom using the Markus and the 0.125 cm3

chambers linked to the PTW SN4 electrometer, the diode and the PinPoint detectors

linked to the PTW Unidos electrometer. The PinPoint chamber was irradiated in its

two possible orientations and the 0.125 cm3 with its longitudinal axis parallel to the

beam central axis. Measurements with the detectors in the MP3 water phantom were

performed for a SSD = 100 cm and at 50 mm depth and values were reported to dmax

using the DDC for each detector. Film, at different dmax in the solid water phantom

for each additional collimator and the reference 10×10 cm2 field, are also used to mea-

sure OF .

4.3.2 Patient-dependent simulation

For each additional collimator, the simulation of block 2 (see Fig. 4.1 (b)) was per-

formed. In fact, two simulations were done for each additional collimator, one for

calculating the depth dose distribution, and one for calculating the off axis dose distri-

bution. In MCNP4C, the energy deposited in a cell is scored using the modified pulse

height tally (*F8). Jeraj et al. [JKO99] have shown that, if the number of scoring cells

increases, the calculation running time necessary to achieve a good accuracy dramat-

ically increases keeping the default dose algorithm of MCNP code unchanged. They

also have shown that this increase starts with a number of scoring cells particulary low

(100 scoring cells). This is a great limitation if we want to calculate dose distributions

in small cells in a large region of interest like a water phantom. In this study, we want

to validate the PSD through comparisons between calculated and measured dose dis-

tributions. We choose that these dose distributions are, for each additional collimator,

a DDC and an OAR. That is, it is just necessary to score dose in the beam central

axis (for DDC) and in the x - or y-axis at various depths (for OAR). In order to keep

the number of scoring cells below 100 and consequently not increasing dramatically the

running time, it was decided to perform two different simulations.

In each simulation, specific cells to score dose must be built. It is clear that the

spatial accuracy will be linked to the cell size. However, the calculation time needed

to obtain results with a good accuracy can becomes very long. Another limitation in

MCNP4C was found by Schaart et al. [SJZ+02]. They have shown that if the *F8 tally

is used, a high spatial resolution cannot be achieved without compromising the accu-
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racy of the calculation. They have shown that the repeated interruption of electron

tracks at cell boundaries may significantly affect the calculated dose distribution if the

voxel dimensions are smaller than about 10% of the electron range. Thus, the dimen-

sions of the cells must be chosen according to a balance between the required spatial,

the dose accuracy and the running time. The critical dimension of such narrow photon

beams is obviously the diameter of the field. It is why, the dimension of the cells in the

x-y plane must be chosen as small as possible to achieve the required spatial accuracy

particulary for off axis dose calculations. For depth dose calculations, 80 scoring cells

are placed along the beam central axis and their dimensions are: diameter = 1.5 mm,

height = 5 mm (the volume of each cell is 0.009 cm3 which is lower than the volume

of the PinPoint chamber, 0.015 cm3). Due to the possible poor statistics and because

the problem presents a cylindrical symmetry, 39 cells corresponding to circular annuli

are used for off axis dose calculations. These annuli are built in a such way that the

distance between the internal and external radii is equal to 1 mm and the height equal

to 5 mm (the cell in the beam central axis is a cylinder of 0.5 mm diameter and 5

mm height). The same setups for depth dose and OAR calculations defined earlier for

measurements are used. Figures 4.17 (a) and (b) show the two different cell geometry

configurations.
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Figure 4.17: Simplified schematic view of the scoring cells for two different setups:

(a) depth dose calculation, (b) off-axis dose calculation. The different geometrical

components are not properly scaled.

In order to improve the statistics, the particle splitting mechanism was used in the



98 Chapter 4. MC simulation of KD2 plus additional collimator

patient-dependent simulation block. In order to optimize the calculation running time,

the importance in the cell is different depending if the cell will be used for scoring dose

or not. Adjusting the importance of the cell can be very long time consuming particu-

lary if the geometry is complex. A thumb rule is to try to keep the population of tracks

travelling in the desired direction more or less constant [Bri00]. Splitting particles is

of course directly linked to the associated error of the desired scored quantity. This

error is roughly reduced by a factor of 2 when the number of particles is multiplied by

a factor of 4. Thus, determining the level of error which gives reliable results is fun-

damental. Simulations with various combinations of cell importance were performed.

In MCNP4C simulations, it is recommended to keep the ratio of adjacent importances

small because a larger ratio places a greater burden on reliable sampling. The recom-

mended value is a factor 4 in the importance ratio of adjacent cells. We found that the

combination of cell importance for photons between importance=4 in the cell where

particles are sampled from the PSD, and a value of 1024 in the scoring cells, enables

the convergence of the results with associated error lower than 1.5% for depth and off

axis dose calculations. For electrons, the value of importance has been kept equal to 1

(0 for void regions), because no significant improvement in the accuracy of the results

was found with an associated substantial increase in the calculation running time.

4.3.3 Validation criteria

The quantitative evaluation of the calculated dose distributions is performed by di-

rect comparison with measured dose distributions. In the past few years, with the

increase of the use of CT-based treatment planning systems (TPSs), a great effort

has been made to try to develop some quality assurance procedures to test the re-

sults given by the different TPSs [ICR87, BCL88, FDH+98]. These procedures can be

applied to results given by MC codes since they can also constitute a class of TPS.

Van Dyke et al. [VBC+93] have subdivided the dose distribution comparisons into re-

gions of high and low dose gradients, each with a different acceptance criterion. In

the low gradient regions, calculated and measured dose are directly compared using

the dose-difference concept, whereas in the high gradient region, they used the concept

of distance-to-agreement (DTA) to determine the acceptability of dose calculations.

The DTA is the distance between a measured data point and the nearest point in

the calculated dose distribution that exhibits the same dose. Several authors have

suggested values for the acceptability criteria in low and high dose gradient regions

[VBC+93, FDH+98, VWM01]. Most of them agree that, the dose-difference in the
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low gradient region of high dose region cannot exceed 5%. This value depends on the

complexity of the geometry (homogeneous, wedged, inhomogeneity, asymmetry, etc...)

and also depends on the location of the point dose (central axis, outside beam edges,

buildup region, etc...). In our case (radiosurgery application), the tolerance value of

dose-difference 4DM=2% is commonly used [DMH+03]. In high gradient regions, va-

lues of DTA also differ according to the complexity of the geometry and the point dose

location. For radiosurgery applications, the recommended value of DTA is 4dM=1

mm [AAP95]. In the buildup region, because of the measurement difficulties, we will

choose 4dM=2 mm and 4DM=10% [VWM01].

The evaluation images displaying the dose difference and DTA are complementary

in determining the acceptability of dose calculation versus dose measurement. In order

to merge both evaluation criteria into a single image, a composite analysis used by

Harms et al. [HLW+98] has been developed and uses a pass-fail criterion of both dose-

difference and DTA. However, this method does not provide any quantitative measure

of the magnitude of disagreement. Low et al. [LHM+98] developed a method that

simultaneously incorporate the dose and distance criteria. This method provides a nu-

merical quality index: the gamma value (γ), that serves as the measure of disagreement

in the regions that fail the acceptance criteria and indicates the calculation quality in

the regions that pass.

In this section, we will briefly present the gamma method developed by Low et al.

[LHM+98]. In the gamma method, two dose distributions are compared: one defines

the reference information Dm(r) and the other is the queried for evaluation Dc(r). The

dose-difference criterion is 4DM , and the DTA criterion is 4dM . Figure 4.18 shows

the representation of the method for determining an acceptance criterion that simul-

taneously considers the dose-difference and DTA.
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Figure 4.18: Geometric representation of dose distribution evaluation criterion using

the combined ellipsoidal dose-difference and distance-to-agreement test.

An ellipsoid is selected as the surface representing the acceptance criterion. The equa-

tion defining the surface is:

1 =

√

r2(rm, r)

4d2
M

+
δ2(rm, r)

4D2
M

, (4.7)

where

r(rm, r) = |r − rm|, (4.8)

and

δ(rm, r) = D(r) −Dm(rm) (4.9)

is the dose difference at the position rm. If any portion of the Dc(rc) surface intersects

the ellipsoid defined in Eq. 4.7, the calculation passes at rm. Defining the acceptance

criteria not just along the δ-axis and in the rc − rm plane allows for a more general

comparison between calculation and measurement than does the composite evaluation

developed by Harms et al. [HLW+98]. The quantity on the right-hand side of Eq. 4.7

is defined as the quality index γ at each point in the evaluation plane rc − rm for the
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measurement point rm. That is:

γ(rm) = min{Γ(rm, rc)}∀{rc}, (4.10)

where

Γ(rm, rc) =

√

r2(rm, rc)

4d2
M

+
δ2(rm, rc)

4D2
M

, (4.11)

r(rm, rc) = |rc − rm|, (4.12)

and

δ(rm, rc) = Dc(rc) −Dm(rm) (4.13)

is the difference between dose value on the calculated and measured dose distributions,

respectively. The pass-fail criteria therefore become:

γ(rm) 6 1, calculation passes,

γ(rm) > 1, calculation fails. (4.14)

Althouth the gamma method is a powerful tool for comparison of dose distributions,

practical considerations must be done. The theory developed by Low et al. [LHM+98]

is directly applicable to continuous functions. In clinical cases, the dose distributions

are discrete with possible different grid sizes for the two distributions (calculated and

measured). Depuydt et al. [DEH02] have shown that γ(rm) remains dependent on the

discretisation of the dose distributions and in most cases will not be the analytical

minimum one would obtain if both dose distributions were presented as continuous

functions. They have also pointed out that in regions of high dose gradients, even with

a highly intensified calculation grid, gamma indices can be unjustly concluded to be

larger than one. This is illustrated by Figs. 4.19 (a) and (b): calculation passes in

(a) because calculated points are within the ellipsoid, calculation unjustly fails in (b)

because no calculated points are within the ellipsoid. It is clear that the calculation

does not fail in case (b) because the line that passes through the two closest calculated

points from the reference point intercepts the ellipsoid of tolerances. To overcome this

problem, a linear interpolation is performed between two calculated points. Thus, the

interpolated points are compared with the reference point (see Fig. 4.19 (c)).
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Figure 4.19: Geometric representation, for one-dimensional case, of the gamma cri-

terion for discrete dose distributions. (a) Some calculated points are within the

ellipsoid of tolerances. (b) No calculated points in the ellipsoid of tolerances. (c)

Representation of interpolated points between two calculated points that are not

within the ellipsoid of tolerances.
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4.3.4 Percent depth dose

The IAEA TR398 protocol [IAE00] has been followed to setup the effective point of

measurement 1 for the 0.125 cm3 chamber with its axis perpendicular to the beam.

The effective point of measurement of the PinPoint chamber in its two orientations has

been found comparing measured PDD for a 10×10 cm2 square field with PDD ob-

tained with the 0.125 cm3 chamber as reference (see Fig. 4.20). PDDs were calculated
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Figure 4.20: Measured percent depth dose for the 10×10 cm2 square field. Results

are normalized at 50 mm depth.

for all the additional collimators. Table 4.2 resumes the calculation times needed in a

PC Pentium III (800 MHz) with 256 Mb of RAM to achieve a calculation error level

lower than 1.5% in each scoring cell. Figures 4.21 (a)-(i) show the calculated PDDs

Additional collimator Col5 Col7 Col9 Col11 Col13 Col15 Col17 Col20 Col23

CPU Time (hour) 15.9 20.0 24.1 29.5 36.0 43.5 52.2 67.3 84.9

Table 4.2: Calculation time needed to achieve an uncertainty of 1.5% in all calculated

points for depth dose simulations.

and compare them with the PDDs measured with the different detectors. In the same

graph, the results of the γ-index quality criterion, taking into account as reference the

results obtained by the diode, are also presented. All DDCs are normalized at 50 mm

depth.
1The effective point of measurement is used to correct the reading of the ionization chamber due

to its non-water equivalence.
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Figure 4.21: A comparison between calculated and measured percent depth dose

(Source Surface Distance 100 cm). Each graphic represents the results for one addi-

tional collimator: (a) col5, (b) col7, (c) col9, (d) col11, (e) col 13, (f) col15, (g) col17,

(h) col20, (i) col23. Results are normalized to value of dose at 50 mm depth for each

additional collimator. The γ quality index is also plotted for each measurement

point with the diode.
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For depths higher than 10 mm, a good agreement between the calculated and mea-

sured, with the diode, PDDs was found since the γ-index is always lower than 1.

For the ionizations chambers, results show that, for the smallest additional collima-

tors and at large depths, there is a tendency of over-response of the Markus detector

and under-response of the PinPoint detector. Because the beams are divergent and

PDD is defined as a ratio of dose measured at two different depths, the volume effect

of the Markus chamber (more precisely the effect of the diameter) can explain the

over-response. For the PinPoint chamber, the volume effect is not responsible of the

under-response. It can be explained by the no water-equivalence of the PinPoint cham-

ber for very small fields found by Haryanto et al. [HFL+02]. Despite these tendencies,

for depths higher than 10 mm, results given by the PinPoint and Markus chambers

can be considered in good agreement with calculations since γ-index of each detector

is always lower than 1 even for the smallest additional collimators. Results also show

that the PinPoint chamber can be used indifferently in its two orientations since the

behavior of the curves remains unchanged for depths larger than dmax. For depths 6

10 mm, most of the γ-indexes for the diode are larger than 1. In the buildup, the

dose gradient is very high and the size of the scoring cells along the z -axis can bias the

calculated results. Although the diode detector is very suitable for measuring narrow

photon beams dose, it overestimates the dose in the buildup region due to its high-Z

component. It is well known that, due to non electron equilibrium condition in the

buildup region, the used detectors are not able to give accurate results in this region;

the detector of choice to measure surface dose is the extrapolation chamber [GK90].

In accordance with other authors [RHS+87, SP93], we found that dmax increases as

the size of the additional collimator increases as shown in Fig. 4.22. As Sixel et al.

[SP93] demonstrated, changes in dmax for small fields are essentially due to water

phantom events and not changes induced by head scatter conditions. This effect is

the opposite of the effect observed in conventional radiotherapy beams (field sizes >

4×4 cm2) where contributions of head scatter are much more important and produce

a decrease in the depth of dmax as the field size increases [BL79, SP94]. In Chapter 5,

this phenomena will be analyzed in more detail.
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Figure 4.22: Measured depth of the maximum point dose dmax for each additional

collimator. A trendline was added to show easier the shift of dmax as the size of the

additional collimator increases.

4.3.5 Off-axis ratio

All the distributions are normalized to the maximum dose point at the depth of mea-

surement or calculation. Normalization to the integral dose was not chosen because, in

one hand, the current practice in clinical cases is to normalize the dose distributions to

a single point or to an isodose and in the other hand, it is expected that the statistical

uncertainties will be small enabling a good accuracy in the calculated results. Finally,

the γ-index is a good indicator to show if data are well normalized or not. For example,

for a normalization point chosen in a high dose region with a low dose gradient, if the

γ-indexes of some the measured points (in this particular region) are greater than 1,

that means the calculated points contain not negligible statistical fluctuations and are

not accurate. Finally, Tab. 4.3 shows the running time of each simulation in order to

reach an uncertainty lower than 1.5% in each calculated point.

According to the results presented in Figs. 4.23 (a)-(i), there are no significant dif-

ferences between OAR measured with the PinPoint chamber in its two orientations.

McKerracher et al. [MT99] have shown that the PinPoint chamber was not adequate to

resolve accurately the dose in the penumbra which is confirmed by our results since the

results of the PinPoint chambers are slightly different from results of the diode chamber

in this region. This is of course due to the volume size effect of the PinPoint chamber

compared to the diode. The film is better than the PinPoint chamber to resolve the dose

in the penumbra but worst than the diode in this region. Identical result was found by

McKerracher et al. [MT99]. Film overestimates the dose in the low-dose region outside
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Additional collimator Col5 Col7 Col9 Col11 Col13 Col15 Col17 Col20 Col23

CPU Time (hour) 16.7 20.4 25.3 31.4 38.9 47.7 57.1 75.1 95.5

Table 4.3: Calculation time needed to achieve an uncertainty of 1.5% in all calculated

points for off axis dose simulations.

the field. This is due to the difficulty in calibrating the films at low doses (background

substraction, processor inconstancy). Results of MC calculations are also presented in

Figs. 4.23 (a)-(i) for all the additional collimators. As done for depth dose calculations,

the γ-index is also presented for each measurement point in the graphics. The diode

has been chosen as reference because some authors have performed OAR measurements

with a diamond chamber, which is the most appropriate detector for radiosurgery mea-

surements [Har95], and found that results given by the diode detector are very similar

to those given by the diamond detector [RF95, HHB96, WAN+00, HFL+02]. For all the

additional collimators, the calculated data are in good agreement with the measured

data with the diode since the γ-indexes are lower than 1, except in only one point

(col17 for r = 0 mm).
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Figure 4.23: A comparison between calculated and measured off-axis ratios. The

setup is the following: Source Surface Distance 95 cm, depth of calculation and

measurement 5 cm. Each graphic represents the results for one additional collimator:

(a) col5, (b) col7, (c) col9, (d) col11, (e) col 13, (f) col15, (g) col17, (h) col20, (i) col23.

For each additional collimator, the results to the value of maximum dose. The γ

quality index is also plotted for each measurement point.
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4.3.6 Output factor

Due to the lack of lateral electron equilibrium, the type and size of the detectors have

a great influence in the correct determination of the dose especially for the smallest

narrow photon beams. For example, Fig. 4.24 shows how can the size of the detector

(in this case a cylindrical ionization chamber with its longitudinal axis parallel to the

beam central axis) influence the reading.

L

R

Da Db Dc

L

R

Da DbDb Dc

Figure 4.24: A relationship between the beam profiles of three additional collimators

(Da>Db>Dc) with the cylindrical chamber dimension.

According to the definition of the OF , Fig. 4.24 shows that it is expected to measure

(for the smallest beam) an OF lower than the true OF value. Some authors have

proposed different correction factors for ionization chamber measurements. These cor-

rections mainly consist of different methods of beam profile averaging throughout the

chamber volume [EJ84, RHS+87] or in the determination of dose value by extrapolation

[RHS+87] or interpolation techniques [HVF83]. In the frame of the Concerted Action

DYNARAD project, we have developed within the so-called Small Field Dosimetry

Task Group a method to correct the reading of the ionization chambers [LST+00]. The

ionization chamber is irradiated with its longitudinal axis parallel to the beam central

axis to optimize the symmetry and maximizes the volume exposed to the beam. Our

proposal assumes that the deficit of cumulated charge is proportional to the quotient

between the effective volume of the chamber Vef and actual one Vc. The correction

factor Fc is then defined as:

Fc =
Vc
Vef

=
R2

2
∫ R

0
rp(r)dr

, (4.15)
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where R is the cylindrical chamber radius and p(r) is the beam profile curve included

within the chamber volume for every additional collimator, normalized to 1 and mea-

sured with the film. The corrected OF for an additional collimator c is thus given

by:

OFcorr(c) = OF (c) × Fc. (4.16)

The correction factor will be applied to the 0.125 cm3 ionization chamber.

The results of calculations and measurements are presented in Fig. 4.25. Table 4.4

shows the relative differences between the calculated OFs and the measured OFs with

different detectors. According to the results, calculated OFs are in good agreement
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Figure 4.25: A comparison between calculated and measured output factors for all

the additional collimators.

(within 3%) with the film measured OFs for all the additional collimators. For the

other detectors, the agreement between calculated and measured OF is reached for ad-

ditional collimators larger than 7 mm. For the 5 and 7 mm additional collimators, large

differences are observed between calculated and measured OF values as shown in Table

4.4 particularly for OFs obtained with the Markus and the 0.125 cm3 (uncorrected)

ionization chambers. McKerracher et al. [MT99] have reported that OFs measured

with the Markus chamber for the smallest beams are under-estimated possibly due

to the non-tissue equivalent material surrounding the sensitive volume. The volume

correction factor applied to the 0.125 cm3 ionization chamber has an important effect
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Additional Calculated δdiode δP inP oint δP inP oint δfilm δMarkus δ0.125cc δ0.125cc

Collimator OFc (MCNP4C) (Horizontal) (Vertical) (Uncorrected) (Corrected)

Col5 0.790 ± 0.015 -5.70 7.44 5.52 1.80 19.23 16.60 5.75

Col7 0.852 ± 0.016 -3.52 3.27 2.68 1.22 6.34 6.61 3.42

Col9 0.886 ± 0.016 -2.32 2.10 2.14 -0.32 2.58 2.65 1.43

Col11 0.909 ± 0.017 -1.65 0.98 1.28 -1.75 0.94 0.99 -0.33

Col13 0.926 ± 0.017 -1.58 1.13 1.65 -2.75 -0.09 0.19 0.13

Col15 0.941 ± 0.017 -1.20 1.07 1.47 -2.64 -0.18 0.18 -0.72

Col17 0.952 ± 0.017 -1.03 1.33 1.61 -2.62 -0.03 0.07 -0.11

Col20 0.963 ± 0.017 -0.48 1.28 1.64 -2.43 0.02 0.24 0.19

Col23 0.971 ± 0.017 -0.44 1.15 1.42 -2.21 0.14 0.03 -0.06

Table 4.4: Value of calculated output factor for all the additional collimators. δ is

the relative difference between the calculated output factor OFc and the measured

output factor OFm: δm = (OFc −OFm)/OFm in %.

for field size lower than 13 mm [LST+00]. For the 5 mm additional collimator, the

difference between corrected and not corrected OF reaches up to 9%. For additional

collimators greater than 13 mm, corrected and uncorrected OF values for the 0.125 cm3

chamber are similar since Fc is almost equal to 1. Also due to the volume effect, the

PinPoint chamber in its vertical position has a higher response for the smallest fields

compared to the PinPoint chamber in the horizontal position. The differences between

the OF values for the two orientations of the PinPoint chamber becomes very small as

the size of the additional collimator increases (less than 0.5% for additional collimators

greater than 9 mm). Values of corrected OFs for the 0.125 cm3 are very closed from

OF values for the PinPoint chamber in its vertical position as show in Fig. 4.25 for

the smallest beams (relative difference lower than 0.7%). For the greatest additional

collimators (>15 mm) there is a tendency of under-estimation of OFs measured by the

PinPoint chamber (in its two orientations) compared to calculations and other detec-

tors. It has been reported that the response of this chamber is slightly lower due to the

over-response to low-energy Compton scatter for the 10×10 cm2 field [MDD00]. It has

to be noticed that, although the 0.125 cm3 chamber was corrected and values obtained

with this chamber are very close from values obtained with the PinPoint chamber in

the vertical position, OFs measured with these two detectors are lower than calculated

OFs for the smallest field sizes. This suggests that the volume effect is not the only

responsible for this under-estimation. In fact, Haryanto et al. [HFL+02] have shown

that, for very small fields, there is no water-equivalence of the PinPoint chamber. They

found a good agreement between calculated and measured OFs taking into account

the air cavity of the PinPoint chamber. They have also shown that the size of the voxel

where dose is scored for OF calculations, must describe as well as possible the volume

of the detector. Finally, the diode detector over-estimates the OF for field sizes lower
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than 11 mm. This is due to the short range of the electrons in silicon compared to

water and thus creating a false electron equilibrium in these small fields. As done with

the PinPoint chamber, a good agreement between calculated and measured OFs was

found by Haryanto et al. [HFL+02] if the material of the diode is taken into account

in the simulation. They finally concluded that "MC methods give results that can be

seen as the results for an ideal linear accelerator and can be significant in determining

the correct OF for small fields".



Chapter 5

Detailed study of depth of maximum

dose

One of the most interesting phenomena occurring when the size of the secondary col-

limators increases is that dmax also increases becoming deeper in a water phantom

[SP93]. This is exactly the opposite of what is observed in conventional radiotherapy

photon beams where as the size of the photon beam increases, dmax becomes closer

to the surface of a water phantom [BL79]. The quite different size of photon beams

in the two cases leads to different causes for the different behavior of dmax. Accor-

ding to Sixel et al. [SP93], the behavior of dmax in narrow photon beams is linked to

water phantom scattering processes whereas it is well known that the shift in dmax in

conventional beams is due to head scattered processes [SP94]. But the details of such

phenomenon regarding narrow photon beams still remain quite unknown. The purpose

of this chapter is to fully understand the behavior of dmax for narrow photon beams

using MC simulations.

5.1 Experimental setup

The Siemens Mevatron KD2 linear accelerator in 6 MV photon mode was used. The

aperture defined by the jaws was set to 10 × 10 cm2 (at the isocentre). The 5, 7, 9,

11, 13, 15, 17, 20 and 23 mm additional collimators were used. The distance between

the source and the bottom of the additional collimator is 56.5 cm. The PTW-Freiburg

PinPoint chamber was used to obtain DDCs in the buildup region for all the additional

collimators. The chamber was irradiated with its maximum dimension perpendicular

to the beam central axis and connected to a PTW-Freiburg MP3-motorized water

115
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phantom. The SSD was set up at 100 cm.

5.2 Monte Carlo Simulation

In this study, MCNP4C was used with ITS-style energy-indexing algorithm [HKM+92].

The ptrac-option of MCNP4C is used to track and record in an output file all the his-

tory of each source particle. MCNP4C can calculate dose in a medium allowing to

separate this dose into two components (primary dose and scattered dose) using the

col -option. Finally, MCNP4C can record in a wssa-file all the particles that reach

a defined scoring plane. This wssa-file becomes a rssa-file that is the source of the

following simulations. All the calculations were performed in a PC with a Pentium III

(800 MHz) processor and 128 Mb of RAM.

In this work, the PSD generated in Chapter 4 was used since, once again, the geo-

metry of the accelerator head remains unchanged. This PSD became the source of the

next simulation block constituted by the additional collimator. For each additional

collimator, a second PSD (PSD2) was generated at a scoring plane placed just below it

(cote 56.6 cm). This PSD2 became the source for the last simulation block constituted

by the 50 × 50 × 50 cm3 water phantom and the air column between the additional

collimator and the water phantom. For simulations in water, electron kinetic energy

cutoff was set to 50 keV whereas the photon energy cutoff remained unchanged. The

number of particles recorded in PSD2 varies from 4.7 × 104 for the 5 mm additional

collimator to 9.7 × 105 for the 23 mm additional collimator.

The ptrac-option included in the MCNP4C code allows recording in a file called ptrac-

file, all the events in the history of a particle. These events can be a source, bank,

crossing surface, collision or terminated event. The way ptrac-option writes the type

of event, the characteristics of a particle and its branch is not obvious. Although some

commercial software allows extracting all the needed information [KV02], it was de-

veloped an in-house ptrac-file analyzing tool called ptrac-package based on the specific

cards used in the simulations. Because the size of a ptrac-file can become very large,

only the histories that contributed to the dose in the chosen scoring cells in the water

phantom were recorded. For each particle that contributes to the dose in the scoring

cells, ptrac-package records in an ascii-output file the following data:

1. type, position, energy and direction of the source particle on the scoring plane;
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2. type, position, energy and direction of the particle in the water phantom before

and after the interaction that originates the electron contributing to the dose at

the chosen scoring cell;

3. origin, energy, direction of the electron that contributes to the dose;

4. energy of the electron entering the scoring cell;

5. energy of the electron leaving the scoring cell;

6. the scoring cell in the water phantom;

7. the number of photon interactions that proceeded the electron energy deposition

in the scoring cell.

This output file was transformed in a PAW Ntuple [BCC+00] file for a more straight-

forward analysis.

In order to study the region where dmax is included, 14 scoring cylindrical water cells

were defined along the beam central axis (CAX). To describe this region, the distance

along the CAX between the centers of two adjacent cells was set to 2 mm (equal to

the diameter of the PinPoint chamber). As already stated, the size of the ptrac-file

can be very large. To optimize the size of these files, the scoring cells in the water

phantom should be chosen according to a balance between statistics and spatial reso-

lution. Taking into account these conditions affecting the statistics of dose calculation,

the diameter of the scoring cells was set to 5 mm. The volume of a scoring cell was

thus 0.039 cm3 which is roughly the double of the PinPoint chamber volume used to

measure the dose although the critical dimensions along the beam central axis cen-

tral axis are similar (both chamber length and diameter). In non-electron equilibrium

situations (buildup region and lateral disequilibrium), the dose measured or calculated

along the beam central axis can be underestimated because of the size of the chamber

or the size of the scoring cell. A method to correct the dose was proposed by the

Small Field Dosimetry Task Group of the European Concerted Action DYNARAD

[LST+00]. A correction factor based on the beam profile averaging was then used to

obtain output factors for the different additional collimators. In the case of measuring

or calculating percent depth dose curves, if the beam profiles, included in the chamber

length or scoring cell diameter (5 mm) at the depth of measurement and at the depth

of normalization, present a similar shape (see Fig. 5.1), leading to the same profile
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averaging, there is no underestimation of the relative value of the dose at the point of

measurement or calculation. It should be stressed that even for the smallest collima-
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Figure 5.1: Measured off-axis ratios at different depths for the 5 mm additional colli-

mators. Measurements were performed with a PTW-Freiburg diode (type TM60008)

in the PTW-MP3 water phantom. Normalization was performed at the maximum

dose at each depth.

tor, the beam diameter at the isocenter is 9 mm. For the same reason, having different

scoring geometries for measurements and calculations do not affect the comparisons

between the two sets of obtained values. A real comparison between measured and cal-

culated values can only be performed if the ionization chamber is explicitly simulated

especially for the smaller fields [HFL+02]. In addition, changes in water/air stopping

power ratios can affect the ionization chamber readings [SKN+00] which is the case in

non-equilibrium conditions. These are the reasons why corrections should be performed

in the chamber outputs. Nevertheless, the goal of this study is not to compare directly

results from measurements with Monte Carlo simulations in the buildup region but to

try to understand the behavior of dmax in water using MC methods, in terms of the

details of energy deposition.
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5.3 Water dose components

The different contributions of phantom dose have been defined by Ahnesjö et al. [AA99]

according to all possible origins both upstream and in-phantom processes. In our study,

two dose components were taken into account: the primary and the scatter dose compo-

nents. The primary dose component was defined as the deposited dose due to photons

or electrons coming from the accelerator head that suffered no interactions in the addi-

tional collimators before entering the water. The scatter dose component was defined

as the deposited dose due to particles that suffered their last interaction in the addi-

tional collimator before entering the water; this component was called the additional

collimator scatter dose component. Sixel et al. [SP93] has demonstrated that the pri-

mary dose component is the responsible for the increase of dmax with the size of the

additional collimators. This was confirmed by full MC simulations where depth dose

curves for each PSD2 were calculated as shown in Figs. 5.2 (a) and 5.2 (b) for the 5

mm and 23 mm additional collimators. The contribution of the additional collimator

scatter dose component to the total dose is roughly 3% and 10% in the dmax region for

the 5 mm and 23 mm additional collimators, respectively. However, the behavior of

the two dose components is different. While for the additional collimator scatter dose

component, its dmax seems the same (around 9 mm), presenting no variation between

the 5 mm and the 23 mm additional collimator, for the primary dose component the

variation in dmax is visible. It is clear that dmax for the primary beam increases from

around 11 mm (5 mm additional collimator) to approximately 17 mm (23 mm addi-

tional collimator).

Experimentally, the shift of dmax was observed as shown in Fig. 5.3 where dmax in-

creases with the size of the additional collimator which is in agreement with other

authors [SP93, VDP98]. The experimental value of dmax varies from 11.0 ± 0.6 mm for

the 5 mm collimator to 14.5 ± 0.6 mm for the 23 mm collimator. The error associated

to measurements was evaluated according to the experimental uncertainty in positio-

ning the PinPoint chamber (0.3 mm) and the measurement scanning step that was 1

mm (uncertainty equal to half value of the step). These values of measured dmax are

compatible with MC calculated dmax values considering both primary and additional

collimator scattered beams. It has to be noticed that the 2 mm height dimension of

the scoring cells is sufficiently small to enable showing the behavior of dmax between

the 5 mm and the 23 mm additional collimator.
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Figure 5.2: Calculated from full Monte Carlo simulations 5 mm (a) and 23 mm (b)

additional collimator depth doses in the buildup region in water. Primary dose,

additional collimator scatter dose components and total dose are obtained using the

MCNP4C col-option. Relative errors calculated by MCNP4C associated to simu-

lation results are less than 1.5% for the total dose, less than 2% for the primary

dose, and less than 5% for the scattered dose.
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Figure 5.3: Measured depth of the maximum point dose dmax for each additional

collimator. A trendline was added to show easier the shift of dmax as the size of the

additional collimator increases.

Simulations have also shown that deposited dose due to electrons from the primary

beam, additional collimator scattered beam and electrons originated in the air column

between the additional collimator and the water phantom surface is negligible for all

the additional collimators as shown in Fig. 5.4 for the 23 mm additional collimator.

The percentage of electrons in the primary beam varies from 0.005% for the 5 mm addi-

tional collimator to 0.033% for the 23 mm additional collimator and is even smaller for

electrons from the scattered components. It appears that the electron contamination

is negligible for this kind of irradiation beams. So that in the further analysis only the

photon primary beam will be taken into account.
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Figure 5.4: Calculated deposited energy from full Monte Carlo simulations. The

total beam is composed by both scattered and unscattered photons and electrons.

Relative errors associated to Monte Carlo calculations are lower than 1%.

5.4 Simplified source model

To understand the behavior of dmax, the knowledge of the energy deposition changes

in the scoring cells as the size of the additional collimator increases is needed. In full

MC simulations, each additional collimator has its own PSD2 which represents the

particle source for the simulation in the water phantom. A simplified source model was

considered where all the PSD2s of the additional collimators can be extracted from a

single PSD2. To apply such simplified source model some conditions should be fulfilled.

The most important is that the characteristics of the particles (type, spatial distribu-

tion, spectrum, direction) for the various additional collimators on the scoring plane

are similar. The analysis of the various PSD2 showed that the unscattered photon

radial distributions are similar for all the additional collimators except, of course, in

the penumbra region. Figure 5.5 shows an example of such distributions.
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Figure 5.5: Radial spatial distributions of the unscattered photons in air.

Also the direction of the unscattered photons is roughly the same for all the additional

collimators. In fact, the maximum unscattered photon angular spread between the 5

mm and the 23 mm additional collimator is less than 1.5 degrees (see Fig 5.6). This
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Figure 5.6: Radial average angle distributions of the unscattered photons in air.

means that all beams are very peaked forward and that it can be considered at a first

approximation that the direction of the unscattered photons for the different additional
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collimators is the same. Finally, full MC simulations have shown that the unscattered

photon energy spectra, extracted from each PSD2, are almost identical for all addi-

tional collimators. Figure 5.7 shows an example of such calculations for the 5 and 23

mm addtional collimators. The variation of the average energy from the 5 mm and the

23 mm additional collimators is less than 5%.
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Figure 5.7: Energy distributions of the unscattered photons in air for the 5 and 23

mm additional collimators.

Once the conditions were fulfilled, the simplified additional collimator PSD source

model could then be used for the unscattered photons: the 23 mm additional colli-

mator PSD2 was chosen and data for any smaller additional collimator were extracted

from this additional collimator using ptrac-file with cylindrical geometrical cuts. For

example, results for the 5 mm additional collimator were extracted only if unscat-

tered photons inside a radius of 2.5 mm were taken into account, i.e, the coordinates

x and y of the unscattered photons on the scoring plane must satisfy the criterion

(x2 + y2)1/2 ≤ 2.5 mm. An additional advantage of using just one PSD is that the

analysis for successive increasing additional collimators can be done starting with the

equivalent 5 mm additional collimator plus increasing annuli representing each addi-

tional larger collimator (see Fig. 5.8). It will then be easier to observe energy deposi-

tion changes in the scoring cells using only geometric cuts representing any additional

collimator in the 23 mm output ptrac-file. Thus, only one simulation in water was
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performed: simulation of the 23 mm additional collimator based on its PSD2 source.

Col20

Water Phantom

23 mm PSD2

Scoring Plane

Col5

Annulus Col20 - Col5

Figure 5.8: Equivalent 5 mm and 20 mm additional collimator fields in the 23 mm

additional collimator PSD2. The 20 mm additional collimator can be represented

by the 5 mm additional collimator plus the annulus of internal diameter 5 mm and

external diameter 20 mm.

5.5 Results and discussion

Full MC simulations have shown that most of the electrons originated in the water

phantom were Compton electrons (more than 98.2% of the total originated electrons

for the 5 mm and 23 mm additional collimators). Electrons from pair production col-

lisions represent from 1.6 to 1.4% for the 5 mm and the 23 mm additional collimators

respectively and are negligible for all the additional collimators (less than 0.3%). Accor-

ding to these results, only electrons from Compton collisions were taken into account

for further analysis.

The deposited energy in a scoring cell will be considered at a first approximation as

the kinetic energy of the electron entering the scoring cell minus the kinetic energy of

the electron leaving the scoring cell. This approximation can be performed because the
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contribution of bremsstrahlung photons to the deposited dose in the water phantom

has been shown to be negligible for a 6 MeV electron beam [Tri02]. In fact, for the

considered electron energy range, the total mass stopping power is almost equal to the

collision mass stopping power. If the electron does not leave the scoring cell because

of the imposed electron energy cutoff, the deposited energy is the kinetic energy of the

electron entering the scoring cell.

According to the MC simulation results, most of the ejected electrons (Compton pro-

cess) reaching the scoring cells were originated from one photon collision in water.

These electrons represent 97% of the total number of Compton electrons that reached

all scoring cells for the equivalent 5 mm additional collimator and 93% for the 23 mm

additional collimator. In further calculations, electrons reaching the scoring cells will

be separated into two groups: those originated from one photon collision and those

originated from more than one photon collision.

Applying the simplified source model, the deposited energy due to electrons reach-

ing the scoring cells that were produced by unscattered photons was analyzed. All

errors associated to deposited energy values were calculated at 1SD.

Figure 5.9 (a) shows the deposited energy due to electrons from one photon collision

for the 5 mm and the 23 mm additional collimators. A fit for the MC calculated dose

values was performed based on the χ2 test. For the application of this test, it was

considered as null hypothesis, H0, that the calculated distribution from the fit is com-

patible with the distribution of calculated values from MC results. The minimum level

of significance P for rejection of the null hypothesis for the evaluation of the quality of

the fit was chosen as 0.05 [Lyo89]. The chosen empiric fitting function was:

f(x) = a1(e
a2x+a3x2

) + a4(1 − ea5x). (5.1)

The same function was chosen for the two sets of results (5 mm and 23 mm additional

collimator). Once the parameters of the fitting function were calculated, χ2=8.62 and

P=0.473 for the 5 mm additional collimator and χ2=10.31 and P=0.326 for the 23

mm additional collimator. The χ2 test indicates that the levels of significance P are

compatible with the hypothesis that calculated fitted values do not differ significantly

from MC results (P > 0.05). The depth of dose maximum calculated from the empiric

fitting functions are 12.2 mm for the 5 mm additional collimator while for the 23 mm

additional collimator the maximum is around 15.8 mm. This shift is due to the increase
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with depth of the deposited energy from the successive annuli as shown in Fig. 5.9 (b).

The dose contributions at the scoring cells for the different annuli decrease although

the number of unscattered photons increases as the size of the annuli increases. This

is of course due to the electron range in water.
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Figure 5.9: Deposited energy versus depth (a) due to electrons from one photon

collision for the 5 mm and the 23 mm additional collimator. (b) Contribution of

electrons from one photon collision for each annulus. Errors bars were added.

Figure 5.10 (a) shows the deposited energy due to the electrons originated from more
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than one photon collision for the 5 mm and the 23 mm additional collimators. Also

in this case, the shift in depth of dose maximum is clear. This shift is also due to the

increasing with depth of the deposited energy from the successive annuli as shown in

Fig. 5.10 (b).
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Figure 5.10: Deposited energy due to electrons from more one photon collision as

a function of depth (a) for the 5 mm and the 23 mm additional collimator. (b)

Contribution of electrons from more one photon collision for 3 different annuli.
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Using the simplified source model, four curves are shown in Fig. 5.11: (1) the de-

posited energy for the 5 mm additional collimator (lower curve); (2) the deposited

energy for the 23 mm additional collimator (upper curve); (3) the deposited energy

of the 5 mm additional collimator added with the electron contribution of the 23 mm

annulus for one photon collision; (4) the deposited energy of the 5 mm additional col-

limator added with the electron contribution of the 23 mm annulus for more than one

photon collision. Using the same fitting procedure described earlier, all the curves

passed the χ2 test. Once more, the shift of dmax is clear. Results from fitting functions

show that dmax=12.5 mm for curve 1, dmax=17.3 mm for curve 2, dmax=5.9 mm for

curve 3 and dmax=3.6 mm for curve 4. Calculated values of dmax for curves 1 and 2

are compatible with results from full MC simulations for the primary dose component

(11 mm and 17 mm for 5 mm and 23 mm additional collimators respectively).
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Figure 5.11: Deposited energy as a function of depth in four cases. Results of χ2 test

are the following: (1) χ2=7.36 and P=0.599; (2) χ2=9.46 and P=0.396; (3) χ2=9.07

and P=0.431; (4) χ2=7.26 and P=0.478.

Another interesting qualitative result is that the gradients of the deposited energy

in the buildup region for the 5 mm and the 23 mm additional collimators are different.

This is due to the contribution of the electrons from one photon collision as shown in

Fig. 5.11. This contribution is in fact responsible for the behavior of the curves in the

buildup region.
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Finally, to complete this study, the initial average kinetic energies of the electrons

reaching all scoring cells from one and more than one photon collision produced by the

unscattered photons from annuli were calculated and are plotted in Fig. 5.12. The two
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Figure 5.12: Initial average kinetic energy for electrons that reach all the scoring

cells for one and more than one photon collisions. The unscattered photons are

coming from annuli representing each additional collimator. The inner diameter of

the annuli was fixed to 5 mm and the outer diameter was increased from 7 mm (7

mm additional collimator) to 23 mm (23 mm additional collimator).

curves have different behaviors. The initial average kinetic energy for electrons from

one photon collision increases as the external radius of the annulus increases whereas

the initial average kinetic energy for electrons from more than one photon collision

slightly decreases as the external radius of the annulus increases. The increase of the

initial kinetic electron energy from one photon collision can be explained by the fact

that because the photon beams for the different additional collimators are very peaked

forward, as the distance between the central axis and the point of photon collision

increases, the kinetic energy of the electron from that collision should increase in order

for it to reach the scoring cell. It is why these electrons can deposit dose relatively

far way from their point of origin because of their ranges (for kinetic energy around

2.6 MeV electron range in water is about 20 mm). The slightly decrease of the ini-

tial kinetic electron energy from more than one photon collisions arises from localized

processes of photon scattering in water near the scoring cells. As shown in Fig. 5.12,
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the initial average kinetic energies of electrons from more than one photon collision are

lower than 0.5 MeV and so the energy of these electrons is deposited locally (ranges in

water lower than 1.8 mm) regarding the size of the scoring cells.

The behavior of dmax for the narrow photon beams used in radiosurgery was fully

understood using Monte Carlo simulations. Photons that had no interactions in the

additional collimators, contributing more than 90 % to the total dose in water, were

responsible for the shift in dmax. Electrons originated from these photons and con-

tributing to the dose deposit in water in the beam central axis could be divided in two

groups: those that deposit energy far away from their point of origin and those that

deposit energy locally. Finally, the changes in the initial gradients of the depth dose

curves for these narrow photon beams were mainly due to electrons originated from

the first photon collision in water.
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Chapter 6

Multiple source model for narrow

photon beams

Accurate dose distribution calculations are fundamental in the field of radiotherapy

in order to reach expected outcomes in tumor control free of complications [ABL+97,

ICR93, ICR99]. Unfortunately, in some complex setups (irregular fields, air/bone in-

terfaces, heterogeneities), current commercial TPSs do not calculate dose distributions

accurately [PWL01]. To overcome these problems, MC methods appeared as a power-

ful tool.

In radiosurgery, a high degree of both geometrical and dosimetrical accuracy must be

achieved in this kind of treatment. The American Association of Physicist in Medicine

(AAPM) [AAP95] suggests that the spatial accuracy should be about 1 mm and the

uncertainty in the dose delivery up to 5% in order to fulfill the expected treatment

outcome. For radiosurgery applications, the standard approach has the advantage of

requiring the patient-independent component to be simulated only once, followed by

the simulation of each additional collimator. Nevertheless some major problems limit

the use of this approach. The geometry of a phantom or a reconstructed CT-image is

divided in voxels. The size of these voxels must be small enough in order to achieve

the required accuracy. When the size of the voxels decreases, the number of particles

needed to achieve the same statistical uncertainty increases. In conventional radiothe-

rapy applications, accurate results are achieved because the number of particles in the

PSD is statistically relevant; this might not be the case in radiosurgery applications.

The main technique for increasing the number of particles that reach the voxels is to

increase, in the patient-independent simulations, the number of original histories which

133
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is extremely time consuming and produces very large PSD files. Other option is to re-

cycle several times the source PSD in the patient-dependent simulations. A typical

radiosurgery treatment is composed of six arcs. Each arc, for calculation purposes, is

divided at least into eight fixed photon beams. That means, in a typical radiosurgery

treatment, forty eight photon beams must be simulated for the patient-dependent com-

ponent. Time and storage capacity are thus strong limitation factors.

In the past few years, a new approach appeared concerning patient-independent beam

models based on MC simulations. This approach uses virtual sources, single or multiple

with different shapes (point, planar, annular, . . . ) which produce the same dosimetric

effect than a full MC simulation. The first model for megavoltage photon beams was

presented by Liu et al. [LMM97]. In this model, three different virtual sources were

defined, one representing the primary photons coming from the target, one representing

the scattered photons and finally one describing the electron contamination. Chetty et

al. [CDS00] have developed a virtual source model which consists of a photon fluence

grid composed of a matrix of square elements. In this model, all the photons are as-

sumed to be originated in the target and a Gaussian blurring kernel is convolved with

the photon fluence to match measured and calculated dose penumbrae. An electron

virtual source was also added to take into account the electron contamination. This

model is capable of accurately simulating arbitrary MLC fields. Recently, Deng et al.

[DMH+03] have developed a source model composed by two annular photon sources

representing the primary and scattered photons to model their Cyberknife stereotactic

radiosurgery system. They developed a method to define the two virtual sources from

a standard set of measurements in water. They implemented this model in a MC-based

TPS and obtained excellent agreement between the source model and the original phase

space in homogeneous and heterogeneous simulated geometries [DGM+04]. More com-

plex source models were developed through extensive photon beam characterizations.

In conventional radiotherapy, this detailed study has originated the so-called multi-

ple source model [SCB+99, DJK+00, FSM+01]. This model is based on the fact that

particles originated in the same component of the accelerator head have similar charac-

teristics: type, position, direction, energy. These radiation beam properties allow the

assumption that particles originated in the same component can be viewed as emitted

by the same virtual source. The representation of the virtual source depends on the

type of component. A reconstructed radiation beam is then composed of various vir-

tual sources representing each relevant component of the accelerator head. For some
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cases in conventional radiotherapy studies, the optimization of this kind of model has

reduced the data storage requirement by a factor of 10000 or more and the simulation

time by a factor of 10 or more for the same accuracy in the results compared to full

MC simulations [DJK+00]. The application of this model to radiosurgery appears to be

attractive since the reduction both in time and data storage is very important. On the

other hand, the additional collimator can coherently be considered as another virtual

source to be added to those representing relevant accelerator head structures.

The purpose of this chapter is to develop and validate, through comparisons with

measurements in a water phantom, a multiple source model for radiosurgery narrow

photon beams that calculates dose distributions in small voxels with a good accuracy.

6.1 The multiple source model

Three major steps are necessary to develop a multiple source model (MSM). The first

step is the full characterization of the beam, the second one, the choice of the different

relevant virtual sources and finally the beam reconstruction. Following the classical ap-

proach, the geometry of the Siemens KD2, in 6 MV photon mode, was modelled using

the MC code MCNP4C (see Chapter 4). A schematic view of the accelerator head in

photon mode is displayed in Fig. 6.1. The choice of the scoring plane is important.

Since the geometry of the accelerator head remains unchanged for radiosurgery treat-

ment, only one simulation was performed and a scoring plane was placed just below

the reticle of the accelerator (scoring plane 1 see Fig. 6.1). In this stage, the additional

collimator is not simulated. A total of 8.3 × 109 tracks were stored in a PSD file at

scoring plane 1. The second stage is the simulation of the 5, 7, 9, 11, 13, 15, 17, 20

and 23 mm additional collimators. The 10×10 cm2 PSD is the source of the following

simulations. At scoring plane 2 (see Fig. 6.1), a PSD was recorded for each additional

collimator. This PSD becomes the source for direct patient-dependent simulations and

the basis for the development of the Radiosurgery Multiple Source Model (RMSM).
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Figure 6.1: Simplified diagram of the Mevatron KD2 accelerator head components

plus the additional collimator.

6.1.1 Beam characterization

MCNP4C code creates at a scoring plane a PSD file called wssa-file. The dedicated

program MCNP-STRIP [Sie] reads the binary wssa-file and writes an ascii-file where

any particle can be expressed by [DJK+00]:

Pi = (xi, yi, zi, ui, vi, wi, energyi, zli, wti, itypei). (6.1)

Pi is a ten-dimensional vector where (xi, yi, zi) are the coordinates of the particle at the

scoring plane z0; (ui, vi, wi) are the direction cosines of the particles at scoring plane 2;

energyi represents the energy of a photon or kinetic energy for an electron at scoring

plane 2; zli represents the cote along the z -axis of the last interaction point or origin

of the particle; wti the weight of the particle and finally itypei represents the type of

particle (photon or electron). Using the HBOOK routines from the Cernlib, the PSD

ascii file is transformed in a Ntuple PAW [BCC+00] readable file for an easier analysis.

The full characterization of the beam starts with the determination of the type of

the particle that reaches the scoring plane 2 for each additional collimator, which will
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define each different setup. In our study, particles that suffered no interactions be-

tween scoring planes 1 and 2 are called unscattered particles and those that suffered

at least one interaction are called scattered particles. For each setup, particles from

a component arriving at scoring plane 2 with an energy fluence less than 1% of the

total energy fluence will be discarded. Simulations show that particles reaching the

scoring plane 2 are almost unscattered photons (88.1% for the 5 mm to 94.5% for the

23 mm additional collimator). Scattered photons vary between 11.4% for the 5 mm

additional collimator and 4.9% for the 23 mm additional collimator. Unscattered and

scattered photons are taken into account in further analysis because they fulfill the

criterion defined earlier. The fraction of electrons that reach scoring plane 2 is very

small and their energy fluence is less than 1% of the total energy fluence for each addi-

tional collimator. Electrons are thus neglected and in all further characterization only

photons (unscattered and scattered) will be taken into account. The ratio between the

total number of particles that reach scoring plane 2 for an additional collimator and

the total number of particle in the 10×10× cm2 PSD source varies from 0.006 for the

5 mm additional collimator to 0.117 for the 23 mm additional collimator. This shows

the dramatic reduction of the beam intensity and consequently the remarkably poor

efficiency in simulating radiosurgery narrow beams.

Unscattered photons

Using MCNP4C, the only available information about the last interaction point or

origin of the particle i recorded at scoring plane 2, is the coordinate along the z -axis

given by zli. For photons, the point (xli, yli, zli) is easy to calculate assuming straight

line propagation. If (ui, vi, wi) are the direction cosines of the photon i, then the

vectorial straight line equation yields:

xli = xi +
ui
wi

(zli − z0) , (6.2)

yli = yi +
vi
wi

(zli − z0) , (6.3)

where (xi, yi, z0) are the coordinates of the particle i at a scoring plane. Once the point

(xli, yli, zli) is calculated, an in-house program called XYZLAST calculates if the point

is or is not inside a simulated component and then determines from which component of

the accelerator head the photon has suffered its last interaction or has been generated.

Figure 6.2 shows the relative number of unscattered photons reaching the scoring plane

2 for each accelerator head component and for each additional collimator. According
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Figure 6.2: Relative number of unscattered photons that reach the scoring plane 2 for

all the components of the accelerator head and for each additional collimator. The

right scale is only applied to the target component. Normalization was performed

to the total number of particles that reach the scoring plane 2 for each additional

collimator.

to the results presented in Fig. 6.2, the main accelerator head components from which

photons are coming from are the target (around 80% of the total number of particles

reaching scoring plane 2 depending on the additional collimator), the target assembly,

the flattening filter, the primary collimator and the ionizations chambers. They repre-

sent from 85.6% for the 5 mm to 91.4% for the 23 mm additional collimator of the total

of particles reaching scoring plane 2. The energy fluence of these components fulfills

the criterion defined earlier. The sum of the energy fluence contributions of all the

other components (mirror, jaws, reticle and air) represents less than 1% of the total

energy fluence for each additional collimator, so these components will not be taken

into account in further calculations.
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Taking advantage of the radial symmetry of the beams (the jaws components were

excluded), radial spatial distributions of the unscattered photons for each additional

collimator and for each head accelerator component were calculated. Figure 6.3 shows

radial photon fluence distributions for the target component for 4 different additional

collimators.
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Figure 6.3: Radial fluence distributions of the unscattered photons from target com-

ponent of the accelerator head at the scoring plane 2 for the 5, 11, 17 and 23 mm

additional collimators.

Radial distributions of the photons at origin were also calculated. Figure 6.4 shows

the results for photons coming from the primary collimator component. As the linear

accelerator was simulated as a 3D object, photons are created along its z -axis. Never-

theless, a mean value of zli distribution along z -axis is considered for each component

because the distance between scoring plane 2 and the point of origin of these photons

is large compared to the dimension of that component. Table 6.1 shows the values of

zl for the different accelerator head components.

Component Target Target Assembly Primary collimator Flattening Filter Ionization chambers

zl(cm) 0 0.908 4.635 9.368 10.910

Table 6.1: Values of zl for the different accelerator head components. zl represents

the average cote along the z -axis of the point of origin of the unscattered photons

for different accelerator head components.
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Figure 6.4: Radial distributions of the unscattered photons at origin for the primary

collimator component of the accelerator head for the 5, 11, 17 and 23 mm additional

collimator. The peaks in the curves are simply due to the geometry of the primary

collimator.

In order to analyze the direction of the particle, the polar angle distributions of the

unscattered photons were calculated for all the additional collimators and for the five

accelerator head components previously considered. Simulations show that the average

angle of the unscattered photons can be considered roughly constant for all additional

collimators (see Fig. 6.5). As expected for photons coming from each component, when

the size of the additional collimator increases, more photons with greater angles can

reach scoring plane 2 and increase consequently the average angle of these photons,

as shown in Fig. 6.5. This increase is nevertheless very small: less than 0.6 degrees

between the 5 mm and the 23 mm additional collimator in the worst case (ionization

chambers component). Finally, results show that the beams are very peaked forward

(the angles of the photons that reach the scoring plane 2 varies from near 0 to less than

2.5 degrees for photons coming from the ionization chambers).
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Figure 6.5: Average unscattered photon angle in air for the most relevant accele-

rator head components and for all additional collimators. For all the additional

collimators, calculated relative errors at 1σ are lower than 0.4% for the target com-

ponent, 1.5% for the primary collimator and target assembly components, 2% for

the flattening filter component and finally 3% for the flattening filter component.

The unscattered photons average energy was calculated for each additional collimator

and for the five relevant accelerator head components. Figure 6.6 shows the results of

such calculations. For the target component, the average energy is roughly constant,

from 1.971±0.007 MeV for the 5 mm to 1.941±0.002 MeV for the 23 mm additional

collimator. For other components, the average energy decreases as the size of the

additional collimator increases from the 5 mm to the 7 mm additional collimators

and is roughly constant from the 9 mm to the 23 mm additional collimators. A careful

analysis based on radial average energy distributions of unscattered photons for the five

components showed that, except in the penumbra region, these distributions for each

component are similar for all the additional collimators. Figure 6.7 shows the radial

average energy distributions of each component for 23 mm additional collimator: the

radial variation of the average energy is very weak for each component except in the

penumbra region (where large statistical fluctuations occur due to the few particles

present in this region).
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Figure 6.6: Average energy of the unscattered photons that reach the scoring plane

2 from each the relevant accelerator head component. For all the additional collima-

tors, calculated relative errors at 1σ are lower than 0.4% for the target component,

2.5% for the primary collimator and target assembly components, 3% for the flat-

tening filter component and finally 5% for the flattening filter component.
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Figure 6.7: Radial average energy distributions of each accelerator head component

for photons reaching the scoring plane 2 and for the 23 mm additional collimator.

Also, the simulation results showed that when the number of particles is statistically

relevant, energy spectrum for each component does not change significantly for all the
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additional collimators (Fig. 6.8 shows energy spectra results for the flattening filter

component). According to these energy results, it is reasonable to assume that, for each

component and each setup, the energy of the unscattered photons is not correlated with

their position. In the penumbra region, because the statistics is very poor (especially
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Figure 6.8: Energy spectra for unscattered photons from the flattening filter compo-

nent for all the additional collimators (the penumbra region was excluded). Norma-

lization was performed to the total number of unscattered photons for this compo-

nent and for each additional collimator.

for the smallest additional collimators), it is difficult to calculate radial average energy

distributions. Nevertheless, unscattered photons average energy can be calculated.

Except for unscattered photons coming from the primary collimator component where

their average energy is roughly constant as the size of the additional collimator increases

(from 1.59±0.06 MeV to 1.54±0.02 MeV), for all the other components, the unscattered

photons average energy decreases as the size of the additional collimator increases (from

1.34±0.12 MeV to 1.16±0.03 MeV for the target assembly, from 2.64±0.03 MeV to

2.34±0.01 MeV for the target, from 2.09±0.14 MeV to 1.69±0.03 MeV for the flattening

filter and finally from 1.94±0.14 MeV to 1.61±0.04 MeV for the ionization chambers).
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Scattered photons

In the case of scattered photons, a distinction must be made between photons that have

suffered interactions in the additional collimators or in the air between scoring planes

1 and 2. Photons that have suffered their last interaction in air represent less than

0.01% of the total energy fluence of the particles that reach scoring plane 2, whatever

the size of the additional collimator. These photons will not be taken into account.

Photons that have their last interaction in the additional collimators must be sepa-

rated into two components: those that reach scoring plane 2 through the hole of the

additional collimator and those that reach scoring plane 2 due to transmission in the

additional collimator. In our study these two components will be called the photon

additional collimator net component (PAC−net) and the photon additional collimator

transmitted component (PAC−trans). The PAC−net and PAC−trans components of

the radiation beam can be considered as the contamination part of the beam in the

sense of conventional radiotherapy. The contribution to the total energy fluence of par-

ticles that reach the scoring plane 2 varies for the PAC−net component between 2.5%

and 4.5% for the 5 mm and the 23 mm additional collimators respectively and for the

PAC−trans component varies from 8.9% to 0.4% for the same additional collimators.

It is valid to consider just an average coordinate zl for all the upward components.

However, this assumption is not valid for the additional collimator because the distance

between this additional collimator and scoring plane 2 is too short for that approxima-

tion. Additional collimators are thus arbitrary subdivided into four equal layers (see

Fig. 6.9) where the average angles of the photon directions were calculated. Other

quantities such as the photon average energy and radial spatial distributions were also

calculated for each layer. According to the criterion that defines if particles from one

component must be kept or not for future analysis, only photons coming from layer

4 for the PAC−net component and photons from layers 3 and 4 for the PAC−trans

component are taken into account for all the additional collimators. These scattered

photons represent, for layer 4 of the PAC−net component, 1.7% to 2.0% of the total

energy fluence of particles reaching the scoring plane 2, represent, for layer 3 of the

PAC−trans component, from 2.1% to 0.1% of the total energy fluence and, for layer 4

of the PAC−trans component, from 4.7% to 0.2%. For each layer and each component,

radial spatial distributions of scattered photons at scoring plane 2 were calculated for

all the additional collimators.
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Figure 6.9: Additional collimator subdivided into four equal layers.

The scattered photon average angles for layer 4 of the PAC−net component and for

layers 3 and 4 of the PAC−trans component were calculated and results are presented in

Fig. 6.10. It is clear that for the PAC−trans component, the average angle is the same
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Figure 6.10: Average scattered photon angle in air for the PAC−net and PAC−trans

components and for all the additional collimators. Errors bars were added.

for all additional collimators. This is of course due to the nature of this component

(transmitted photons). The average angle of the PAC−net component slightly increases

as the size of the additional collimators increases. Photons from this component, as

defined earlier, reach scoring plane 2 through the hole of the additional collimator. It

is clear that as the size of the additional collimator increases, photons originated with

larger angles can reach scoring plane 2, then increasing the average angle. But this

increase is small, less than 4 degrees. It can be considered in a first approximation that

the average angle of photons from the PAC−net component remains constant as the

size of the additional collimators increases. The effect of the PAC−net and PAC−trans
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components in the radiation beam is clearly a spreading effect. Angles for these pho-

tons exceed those of the very peaked forward unscattered photons by 20 degrees.

The average energy of scattered photons coming from layer 4 of the PAC−net com-

ponent and from layers 3 and 4 of the PAC−trans component was calculated and Fig.

6.11 shows the results as the size of the additional collimator increases. The average
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Figure 6.11: Average scattered photon energy in air for the PAC−net and PAC−trans

components and for all the additional collimators. Errors bars were added.

photon energy remains constant for the scattered photons from layers 3 and 4 of the

PAC−trans component whereas the average energy decreases slightly as the size of the

additional collimator increases for photons of layer 4 of the PAC−net component. The

behavior of the different curves can be explained by the two main interaction pro-

cesses occurring in the additional collimators as shown by Monte Carlo simulations:

bremsstrahlung and Compton processes. The direction of the created photon (brems-

strahlung) or scattered photon (Compton) is related with its energy: photons with

larger angles of emission have lower energies [KM59, Kha84]. This is confirmed in Fig.

6.11 for the PAC−net component, when the size of the additional collimators increases,

the scattered photon average energy decreases slightly whereas the scattered photon

average angle increases slightly. In the case of the PAC−trans component, photons

created near the top of the additional collimator must have a larger energy than those

created at the bottom in order to reach scoring plane 2. This is confirmed in Fig.

6.11 where the average energy of scattered photons from layer 3 is larger than average
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energy of scattered photons from layer 4.

Finally, spectra for each of the chosen layers of the additional collimator and the

two scattered components are calculated. Results from the simulations show that for

each photon component (PAC−net and PAC−trans) and for the same layer, scattered

photon spectra for all the additional collimators are roughly the same. Figure 6.12

shows an example of such simulation for layer 4 of the PAC−net component.
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Figure 6.12: Scattered photon energy spectra for the PAC−net component. For

each additional collimator, the energy spectrum is normalized to the total number

of photons from this component.

6.1.2 Definition of the relevant virtual sources

Multiple source models are based on the assumption that all the particles originated in

one accelerator component have the same characteristics and can be treated as if they

were coming from a virtual source representing that accelerator component [MFR+97].

These models are also based on the fact that the energy ranges and incident directions

of particles from a specific component are almost independent from the position of the

particles in the scoring plane. According to the results of the full characterization of

the PSDs of all the additional collimators at the scoring plane 2, the energy of the

unscattered photons is not correlated to their position for ri = (x2
i + y2

i )
1/2 6 Rc (Rc

equal to the radius of the additional collimator). In the penumbra region (ri > Rc),



148 Chapter 6. Multiple source model for narrow photon beams

the calculation of radial average energy distributions was not possible due to the poor

statistics. In order to apply the multiple source model, it will be considered that

the position of these photons is not correlated with their energies. Then the model

proposed by Deng et al. [DJK+00] can be applied for the unscattered photons and

using this model, the representation of a beam, φuc , takes the following form for each

additional collimator:

φuc (xi, yi, ui, vi, Ei) =
∑

Icj,if
c
j (Ei, ri)φ

c
j (xi, yi, xli, yli) , (6.4)

where for each additional collimator c, Icj,i is the relative source intensity for source j

of the photon i, (xi, yi) the coordinates of the photon i at scoring plane 2, (xli, yli)

the coordinates of the photon i at its origin. f cj (Ei, ri) and φcj (xi, yi, xli, yli) are res-

pectively, the energy and fluence photon distributions with ri = (x2
i + y2

i )
1/2. In our

multiple source model, for unscattered photons, f cj (Ei, ri) take two forms: f c,1j (Ei, ri)

and f c,2j (Ei, ri) representing energy distributions with ri 6 Rc and ri > Rc respectively.

In this model (xi, yi) and (xli, yli) are assumed not to be correlated. Then the direction

of the photon at scoring plane 2 can be calculated and:

u2
i + v2

i + w2
i = 1. (6.5)

As stated earlier, the scoring plane 2 is placed just below the additional collimator.

We have developed, in our study, a simple model to calculate the direction of the scat-

tered photons. We assume that for each additional collimator and for each layer, the

scattered photons at scoring plane 2 have the same (u, v) distribution independently

of their position in this scoring plane.

Due to the poor statistics, it is not possible to calculate, with a good accuracy, the

values of average energy as a radial function. In that way, it is difficult to find if it

exists or not a correlation between the position of the photons at scoring plane 2 and

their average energy, enabling the separation between the energy and position. As

done for unscattered photons with ri > Rc, scattered photon position and energy must

be considered uncorrelated in order to apply the multiple source model. Thus, for

scattered photons, the beam representation φsc for each additional collimator c is given

by:

φsc (xi, yi, ui, vi, Ei) =
∑

Icj,ig
c
j (Ei)φ

c
j (xi, yi)µ

c
j (ui, vi) , (6.6)

where gcj (Ei) is the photon energy distribution, φcj (xi, yi) is the photon spatial dis-

tribution at scoring plane 2 and µcj (ui, vi) the (u, v) distribution at the same scoring
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plane. Vector wi is calculated using Eq. 6.5.

Some simplifications can be performed in Eqs 6.4 and 6.6. The first simplification

comes from the radial symmetry of the beams: the coordinates (xi, yi) and (xli, yli) of

the photons can be represented by the radial values ri and rli (in the case of unscattered

photons). The second simplification deals with the energy of the photons at the scoring

plane 2. In this work, it was demonstrated for unscattered photons with ri 6 Rc and

for scattered photons that all the photons at scoring plane 2 from each component have

similar energy distributions for all additional collimators. So just one energy distribu-

tion for each component is necessary to build a multiple source model. For statistical

reasons, the energy distributions of the 23 mm additional collimator were chosen. For

unscattered photons with ri > Rc, it will be considered that the energy distributions

will be the same and equal (for statistical reasons) to the energy distributions of the

23 mm additional collimator. This approximation can be justified because the energy

fluence of these photons is small compared to the total energy fluence: it represents

from 7.5% for the 5 mm to 4.5% for the 23 mm additional collimator of the total energy

fluence of the particles reaching scoring plane 2. With all these considerations, Eqs.

6.4 and 6.6 become for each additional collimator:

for unscattered photons:

φuc (xi, yi, ui, vi, Ei) =
∑

Icj,if
23
j (Ei, ri)φ

c
j (ri, rli) , (6.7)

for scattered photons:

φsc (xi, yi, ui, vi, Ei) =
∑

Icj,ig
23
j (Ei)φ

c
j (ri)µ

c
j (ui, vi) . (6.8)

Finally, Table 6.2 shows the intensity of the eight chosen relevant virtual sources to

build our RMSM.
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Component col5 col7 col9 col11 col13 col15 col17 col20 col23

Target 80.87 82.60 83.05 83.10 83.04 82.98 82.94 82.89 82.89

Target Assembly 3.24 3.77 3.84 3.93 3.99 4.04 4.05 4.07 4.07

Primary Collimator 1.40 2.03 2.35 2.61 2.77 2.90 2.97 3.05 3.05

Flattening Filter 2.36 3.04 3.47 3.65 3.80 3.91 3.96 4.03 4.05

Ionization Chambers 0.64 1.03 1.34 1.54 1.66 1.74 1.81 1.86 1.88

Layer 4 PACnet 2.87 3.06 3.26 3.40 3.51 3.52 3.58 3.64 3.74

Layer 3 PACtrans 1.94 1.01 0.61 0.40 0.28 0.21 0.16 0.11 0.08

Layer 4 PACtrans 6.69 3.46 2.07 1.36 0.95 0.69 0.52 0.36 0.25

Table 6.2: Percentage intensities of the relevant virtual sources representing the

accelerator head plus the additional collimator.

6.1.3 Beam reconstruction

In order to simplify data manipulation, the HBOOK routines from the Cernlib were

used [Bru94]. All the distributions are 1D or 2D histograms from where samplings

were performed. The choice of the histogram bins is important. For each relevant vir-

tual source, the bins of the histograms were chosen according to the size of the voxels

in the patient-dependent simulation block and also to the statistics of each distribution.

The first step in beam reconstruction is the choice of the virtual relevant source from

where all the photon characteristics will be calculated. A sampling is performed accor-

ding to the intensity of each virtual source for a predefined additional collimator.

The next step in beam reconstruction is the determination of the photon position.

All the sources are defined at scoring plane 2. Using cylindrical symmetry, each source

is a circular disc with a finite radius Rmax which depends on the virtual source. Then,

for one source, the Cartesian coordinates of a photon i are defined at scoring plane 2

as follows:

xi = ricos(θi), (6.9)

yi = ricos(θi), (6.10)

with 0 ≤ ri ≤ Rmax and 0 ≤ θi ≤ 2π. However, just for unscattered photons, and

for each source, the spatial photon distributions at origin (zl) are used to calculate

the photon direction: the coordinates at photon origin (xli, yli) are defined as xli =

ricos(θ
′

i) and yli = risin(θ
′

i) with 0 ≤ ri ≤ Rlmax and 0 ≤ θ
′

i ≤ 2π , where Rlmax is the

maximum radius of the circular surface at the cote zl of origin of the photons for that
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component. The coordinates of the photon (x′i, y
′

i) at scoring plane 2 for the considered

source is then calculated using the following procedure:

1. ri is sampled from the distribution of the virtual source,

2. θi is sampled uniformly from 0 to 2π,

3. x′i and y′i are calculated from Eqs. 6.9 and 6.10.

This procedure is also used to calculate (xl′i, yl
′

i) for unscattered photons for the de-

termination of the direction. Using radial distributions increase the quality of the

distributions. In fact because of the poor statistics associated with this kind of simu-

lation, the initial (xi, yi) distribution (results from simulation) presents large statistical

variations between adjacent bins as shown in Fig. 6.13 where the spatial distribution

at scoring plane 2 of photons coming from target for the 23 mm additional collimator is

presented. Using a radial distribution allows calculating an average number of photons

in an annulus r + dr increasing the statistics and then enhancing the quality of the

reconstructed (x′i, yi
′) distribution as shown in Fig. 6.14.

Figure 6.13: Spatial distribution for unscattered photons coming from the target

component reaching the scoring plane 2 for the 23 mm additional collimator.
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Figure 6.14: Reconstructed spatial distribution for target unscattered photons at

scoring plane 2 for the 23 mm additional collimator after applying the circular sym-

metry optimization.

The third step in the beam reconstruction is the photon direction calculation. For

an unscattered photon, a sampling is performed in the (rli) distribution in order to

calculate (xl′i, yl
′

i). Once (x′i, y
′

i) and (xl′i, yl
′

i) are determined, the direction of the

unscattered photon is given by:

u′i =
x′i − xl′i
d′i

, (6.11)

v′i =
y′i − yl′i
d′i

, (6.12)

where d′i is the distance between (x′i, y
′

i) and (xl′i, yl
′

i) and w′

i is calculated from Eqs.

6.5. In the case of a scattered photon, a sampling is performed in the µcj (ui, vi) distri-

bution and w′

i is calculated from Eqs. 6.5.

The last step in the beam reconstruction is the determination of the energy of the

photon. For an unscattered photon if r′i ≤ Rc then a sampling is performed in the

f 23,1
j distribution otherwise a sampling is performed in the f 23,2

j distribution. For a

scattered photon, a sampling is performed in the g23
j distribution. Figure 6.15 resumes

all the beam reconstruction process.
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Figure 6.15: Beam reconstruction process.

6.2 Validation of RMSM

Measurements were performed in a PTW-Freiburg MP3 motorized water phantom.

The PTW-Freiburg PinPoint chamber type 31006 (volume 0.015 cm3) and the PTW-

Freiburg diode type TM60008 were used to obtain depth dose curves but only the

diode was used to obtain dose profiles. All calculations were performed in a PC with

a Pentium III (800 Mhz) processor and 128 Mb of RAM.

The fast MC code DPM was used to simulate the patient-dependent block which in our

study is a 20× 20× 50 cm3 water phantom divided into 20000 voxels of 1× 1× 5 mm3.

The SSD was fixed at 100 cm. In all simulations, the electron absorption energy in

water was fixed at 200 keV and the photon absorption at 50 keV. The minimum (Emin)

and maximum (Emax) electron energy in look-up tables were fixed at 199 keV and

21 MeV. The minimum photon energy in look-up tables (Emin−ph) was fixed at 49

keV. The cutoff energy for δ-ray production (Wcc) was fixed at 200 keV and the cutoff

energy for bremsstrahlung production (Wcb) at 50 keV. And finally the step length pa-

rameters shigh, slow and ecross were fixed at 0.5 cm, 0.1 cm and 5 MeV. Because data

are stored in 1D or 2D histograms, the HBOOK routines were included into DPM. The

generator number RANLUX [MZ94, Jam94] was also included into DPM. Calculations

for each additional collimator are performed in the entire simulated water phantom
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but only results from a rectangular region of interest (8 × 8 × 50 cm3) are analyzed.

6.2.1 Number of histories in DPM simulations

The number of histories in a simulation is a crucial parameter. It must be chosen

according to a balance between the simulation running time and the values of the sta-

tistical errors associated with the simulated results. This number is of course different

for each additional collimator. In order to optimize the simulation running time for

each additional collimator, a relationship between the number of original histories and

each additional collimator was established based on the correspondent output factor.

The output factor OF (Rc) of a collimator of diameter Rc is defined as [LST+00]:

OF (Rc) =
Dmax(Rc)

Dmax(ref)
, (6.13)

where Dmax(Rc) is the maximum absorbed dose in water in the beam central axis

of a Rc additional collimator field and Dmax(ref) is the corresponding value for the

reference field size. OF values have already been calculated from full MC simulations

using MCNP4C (see Chapter 4) and results are presented in Table 6.3 (OF4C) for a

10×10 cm2 reference field size. In this study, the developed multiple source model can

only be applied to the additional collimators. That is, Dmax(10 × 10 cm2) can not be

calculated but using the previous OF4C results, Eq. 6.13 can be rewritten as following:

OF (Rc) = OF4C(23)
Dmax(Rc)

Dmax(23)
, (6.14)

In DPM simulations, the calculated dose DRM
max is normalized to the number of original

histories nRM for each setup. Taking the assumption that OF calculated by RMSM

must be equal to OF calculated by MCNP4C, Eq. 6.14 becomes:

OFRM(Rc) = OF4C(Rc) = OF4C(23)
nRM(Rc)DRM

max(Rc)

nRM(23)DRM
max(23)

. (6.15)

It was established that the relative error associated to dose calculations for the 23 mm

additional collimator at dmax (point of maximum dose along the beam central axis)

should be lower than 2% at 2σ. According to this criterion, a simulation with the

RMSM for the 23 mm additional collimator was performed for a number of original

histories of 7.2×108. The calculated number of original histories for each additional

collimator based on OF4C simulation results and Eq. 6.15 is presented in Table 6.3.

This rational will be useful for future beam additions which is the basis of a radiosurgery

treatment and warrants that OF calculated by RMSM is accurate if the ratio nRM (Rc)
nRM (23)

presented in Table 6.3 for each additional collimator is used.
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Additional nRM (Rc)
nRM (23) OF4C OFRM

Collimator (mm)

5 0.046 0.790±0.015 0.788±0.019

7 0.090 0.852±0.016 0.852±0.020

9 0.150 0.886±0.016 0.886 ±0.020

11 0.224 0.909±0.017 0.909±0.020

13 0.313 0.926±0.017 0.926±0.021

15 0.423 0.941±0.017 0.940±0.021

17 0.542 0.952±0.017 0.953±0.021

20 0.754 0.963±0.017 0.964±0.022

23 1.000 0.971±0.017 0.971±0.022

Table 6.3: Relative number of original histories for each additional collimator based

on output factors calculated by MCNP4C (OF4C). Results are normalized to the

number of original histories nRM (23) = 7.2×108. OF calculated by RMSM are also

presented.

6.2.2 Dose distributions

For each additional collimator, PDD along the beam central axis and OARs at various

depths along the x - and y-axis were calculated and compared with measurements. The

tolerances used in these comparisons for γ quality index calculations are the same used

in Chapter 4. An in-house analyzing tool was developed to extract the desired dosi-

metric data from the DPM output calculated 3D dose matrix. The chosen depths for

dose profiles were 52.5 mm, 102.5 mm, 152.5 mm and 202.5 mm. A total of 7.2 × 108

initial photons were simulated for the 23 mm additional collimator and using results

from Table 6.3, CPU running times varied from 0.60 h for the 5 mm to 11.43 h for the

23 mm additional collimator. Calculated associated errors from DPM at 2σ were lower

than 2.5% until a depth of 202.5 mm for all the additional collimators.

Figures 6.16 (a)- (i) show the calculated PDDs and compare them with PDDs mea-

sured with the diode. Results are normalized at 50 mm depth. Results from RMSM

are also compared with MCNP4C calculations (DDC simulations performed in Chapter

4). For depths lower than 10 mm, the γ-index are greater than 1. In the buildup re-

gion, the diode is not suitable (see Chapter 4). For depths higher than 10 mm, a good

agreement between the calculated and measured, with the diode, depth dose curves

was found since the γ-index is generally lower than 1. Large γ-indexes as shown for

example for 11 mm additional collimator (Fig. 6.16 (d)) are mainly due to statistical
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fluctuations.
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Figure 6.16: A comparison between calculated with RMSM and measured percent

depth dose (SSD = 100 cm). Each graphic represents the results for one additional

collimator: (a) col5, (b) col7, (c) col9, (d) col11, (e) col 13, (f) col15, (g) col17, (h)

col20, (i) col23. Results are normalized to value of dose at 50 mm depth for each

additional collimator. The γ quality index is plotted for each measurement point

with the diode. Percent depth dose calculated with MCNP4C is also plotted.
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Finally, Figs. 6.17-6.25 show the calculated OARs compared with the measured OARs

in the x -axis and y-axis for all the additional collimators. Results are normalized at

the maximum dose point along the beam central axis. A good agreement was found

between measured and calculated OARs since the calculated γ-indexes are lower than

1, except in only one case (7 mm additional collimator in the y-axis) due to a possible

statistical fluctuation.
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Figure 6.17: A comparison between calculated (RMSM) and measured (diode) off-

axis ratios (OAR) at various depths in water along (1) the x -axis and (2) the y-axis

for the 5 mm additional collimator. In each axis, the γ-index is calculated.
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Figure 6.18: A comparison between calculated (RMSM) and measured (diode) off-

axis ratios (OAR) at various depths in water along (1) the x -axis and (2) the y-axis

for the 7 mm additional collimator. In each axis, the γ-index is calculated.
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Figure 6.19: A comparison between calculated (RMSM) and measured (diode) off-

axis ratios (OAR) at various depths in water along (1) the x -axis and (2) the y-axis

for the 9 mm additional collimator. In each axis, the γ-index is calculated.
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Figure 6.20: A comparison between calculated (RMSM) and measured (diode) off-

axis ratios (OAR) at various depths in water along (1) the x -axis and (2) the y-axis

for the 11 mm additional collimator. In each axis, the γ-index is calculated.
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Figure 6.21: A comparison between calculated (RMSM) and measured (diode) off-

axis ratios (OAR) at various depths in water along (1) the x -axis and (2) the y-axis

for the 13 mm additional collimator. In each axis, the γ-index is calculated.
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Figure 6.22: A comparison between calculated (RMSM) and measured (diode) off-

axis ratios (OAR) at various depths in water along (1) the x -axis and (2) the y-axis

for the 15 mm additional collimator. In each axis, the γ-index is calculated.
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Figure 6.23: A comparison between calculated (RMSM) and measured (diode) off-

axis ratios (OAR) at various depths in water along (1) the x -axis and (2) the y-axis

the 17 mm additional collimator. In each axis, the γ-index is calculated.
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Figure 6.24: A comparison between calculated (RMSM) and measured (diode) off-

axis ratios (OAR) at various depths in water along (1) the x -axis and (2) the y-axis

for the 20 mm additional collimator. In each axis, the γ-index is calculated.
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Figure 6.25: A comparison between calculated (RMSM) and measured (diode) off-

axis ratios (OAR) at various depths in water along (1) the x -axis and (2) the y-axis

for the 23 mm additional collimator. In each axis, the γ-index is calculated.
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The poor efficiency in simulating the narrow photon beams producing PSDs whose

quality prevented calculating dose with the required accuracy was a major problem.

To overcome this difficulty, an accurate multiple source model was developed that

enhanced the quality of the reconstructed PSDs, reducing also the time and storage

capacities. Our model can now be the dose engine of a MC-based treatment planning

system.
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Chapter 7

Clinical implementation of RMSM

In the past few years, different treatment planning systems (TPS) for conventional

radiotherapy have appeared having MC simulations as a basis [DSS98, MMK+99,

LPD+00, YSS+00]. MC simulations have also been used to benchmark commercial

TPS [FCR+00, LRS+00, PWL01]. For radiosurgery, only a few MC based TPS have

been developed [SDH+98, DMH+03]. Due to the characteristics of radiosurgery treat-

ments (multiple arcs, small field and scoring voxel dimensions), we have developed

a multiple source model using the DPM MC code for dose calculation (see Chapter

6). The purpose of this chapter is to develop a MC-based TPS in order to have a

post-planning dose calculation evaluation for radiosurgery treatments that are rou-

tinely calculated with a commercial TPS. Like any radiosurgery treatment planning,

our TPS must include tools such as CT-image data conversion to human tissue, stereo-

tactic geometrical transformation. A source transformation to simulate the arcs must

also be included. Finally, a comparison with two real cases will be performed.

7.1 CT-Interface

The only available information contained in a pixel of a CT-image is called the CT-

number. It is thus necessary to transform such number in density and chemical com-

position in order to calculate dose in real condition. In this section, we will briefly

describe the methodology developed by Schneider et al. [SBS00] and implemented in

the CT-Interface of our RMSM-based TPS.

169
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7.1.1 CT-number parametrization

The CT-number of a pixel expressed in Hounsfield units H is given by:

H =

(

µ

µH2O

− 1

)

× 1000, (7.1)

where µ is the mean linear attenuation coefficient at the pixel position along a tomo-

graphic projection. It has to be noticed that µ depends on the x-rays spectra of the

CT-machine. From theoretical calculated CT-numbers for our CT Siemens Somatom

Plus 4 (120 kVp), Schneider et al. [SBS00] have found that the density ρ and the chemi-

cal composition wi of a human tissue with an Hounsfield value H can be described by

a mixture of two human tissues (ρ1, w1,i, H1) and (ρ2, w2,i, H2) and are expressed by:

ρ(H) =
ρ1H2 − ρ2H1 + (ρ2 − ρ1)H

H2 −H1

(gcm−3), (7.2)

wi(H) =
ρ1(H2 −H)

(ρ1H2 − ρ2H1) + (ρ2 − ρ1)H
(w1,i − w2,i) + w2,i, (7.3)

where H1 ≤ H ≤ H2. These authors have divided the human tissues in various groups.

For skeletal tissues where the Hounsfield values are in the interval:

−22 ≤ H ≤ 1524,

it was considered that these tissues are composed by skeleton cortical bone (cb) and

red/yellow marrow (ma). Thus, Eqs. 7.2 and 7.3 become:

ρ(H) = (1.017 + 0.592 × 10−3H) (gcm−3), (7.4)

wi(H) =
1524 −H

1566 + 0.92H
(wma,i − wcb,i) + wcb,i. (7.5)

In Eq. 7.5, wma,i and wcb,i denote the elemental weights of red/yellow marrow and

skeleton cortical bone. For the soft tissues, a sub-division was performed by the authors.

For the interval of soft tissues 1 with CT-numbers:

−98 ≤ H ≤ 14,

it was considered that these tissues are composed by adipose tissue (at) and adrenal

gland (ag). Equations 7.2 and 7.3 become:

ρ(H) = (1.018 + 0.893 × 10−3H) (gcm−3), (7.6)
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wi(H) =
0.93(14 −H)

114 + 0.1H
(wat,i − wag,i) + wag,i. (7.7)

For the interval of soft tissues 2 with CT-numbers:

23 ≤ H ≤ 100,

it was considered that these tissues are composed by small intestine (wall) (si) and

connective tissue (ct). Equations 7.2 and 7.3 become:

ρ(H) = (1.003 + 1.169 × 10−3H) (gcm−3), (7.8)

wi(H) =
1.03(100 −H)

77 + 0.09H
(wsi,i − wct,i) + wct,i. (7.9)

Finally, in the interval:

−1000 ≤ H ≤ −98,

the densities of the tissues with CT-numbers starting from the air (H = −1000, ρ =

1.21 × 10−3 gcm−3) and adipose tissue (H = −98, ρ = 0.93 × 10−3 gcm−3) are given

by the following interpolation:

ρ(H) =

(

1.21 × 10−3 + (H − 1000)
−0.93 + 1.21 × 10−3

98 − 1000

)

(gcm−3), (7.10)

In this interval, the authors have considered three regions. For −1000 ≤ H ≤ −950

the composition of air was chosen, for −950 ≤ H ≤ −120 the composition of lung and

finally for −120 ≤ H ≤ −93 the composition of adipose tissue.

7.1.2 Hounsfield units conversion into tissue parameters

The results of the CT-parametrization are not suitable yet for use in the Monte Carlo

code DPM. This code uses the formatted material data employed in the MC code

PENELOPE [SFB+96]. Each material must be defined in a separate mat-file. For a

defined material, a mat-file must be generated for a given density and then preprocessed

in order to calculate the different cross sectional data. Thus, the continuous functional

relationship wi(H) must be transformed into step functions and in each step, one or

more densities are calculated defining then one or more materials in this step.
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The Hounsfield bin width is based on the deviations of theoretical and measured

Hounsfield values for the phantom materials used for CT-scanner calibrations. For

skeleton tissues −22 ≤ H ≤ 1524, Schneider et al. have found that the bin width must

be 100 Hounsfield units. Although Eqs. 7.4 and 7.5 are defined for H ≥ −22, these

equations will only be applied for H ≥ 100 because no skeletal tissue occurs below

this value [SBS00]. For soft tissues 1, −98 ≤ H ≤ 14, they found a bin width of

20 Hounsfield units. Due to the weak correlation between elemental weights and CT-

numbers for soft tissues 2, 23 ≤ H ≤ 100, the parametrization 7.9 has been replaced

by a mean composition. Because the values of the connective tissue (H = 100) are

not close to the mean composition values, an interval of 40 Hounsfield units around

H = 100 was defined for this tissue. Functions 7.6 and 7.9 are used between -98 and

100 Hounsfield units. Due to the discontinuity between soft tissues 1 and 2, a value of

ρ = 1.03 gcm−3 is used [SBS00]. In the interval −950 ≤ H ≤ −120, 28 materials were

defined corresponding to bins of 30 Hounsfield units [PWL98]. In each bin, the density

was calculated according Eq. 7.10 but the chemical composition remained unchanged

in the interval −950 ≤ H ≤ −120 using the composition of the lung. Only one bin

is defined in the interval −1000 ≤ H ≤ −950 and the density and composition of the

air were used. The stereotaxic ring is fixed to the patient head by titanium screws

which H > 2100 for our CT-scan. Because beams arcs can intercept these screws, we

have to include this material. In order to avoid a discontinuity between H = 1524 and

H = 2100, 5 bins of 100 Hounsfield units are defined where the density and chemical

composition for these 5 additional materials are calculated using Eq. 7.4 and 7.5.

According to the performed conversion of the Hounsfield values into tissue parame-

ters, 61 materials were defined. Figure 7.1 shows the conversion curve H.vs.density

of the different materials. Table 7.1 shows the conversion of the Hounsfield values

to elemental weights for the 61 materials according to the defined Hounsfield values

intervals.
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Figure 7.1: Conversion of CT-number into density of 61 defined materials for Siemens

Somatom Plus 4.

wi(%)

Hounsfield Material H C N O Na Mg P S Cl Ar K Ca Ti

interval

−1000 - −950 1 75.5 23.2 1.3

−950 - −120 2 - 29 10.3 10.5 3.1 74.9 0.2 0.2 0.3 0.3 0.2

−120 - −83 30 - 31 11.6 68.1 0.2 19.8 0.1 0.0 0.1 0.1

−82 - −53 32 11.3 56.7 0.9 30.8 0.1 0.0 0.1 0.1

−52 - −23 33 11.0 45.8 1.5 41.1 0.1 0.1 0.2 0.2

−22 - 7 34 10.8 35.6 2.2 50.9 0.0 0.1 0.2 0.2

8 - 18 35 - 36 10.6 28.4 2.6 57.8 0.0 0.1 0.2 0.2 0.1

19 - 80 37 - 38 10.3 13.4 3.0 72.3 0.2 0.2 0.2 0.2 0.2

80 - 120 39 - 40 9.4 20.7 6.2 62.2 0.6 0.0 0.6 0.3

120 - 200 41 9.5 45.5 2.5 35.5 0.1 2.1 0.1 0.1 0.1 4.5

200 - 300 42 8.9 42.3 2.7 36.3 0.1 3.0 0.1 0.1 0.1 6.4

300 - 400 43 8.2 39.1 2.9 37.2 0.1 3.9 0.1 0.1 0.1 8.3

400 - 500 44 7.6 36.1 3.0 38.0 0.1 0.1 4.7 0.2 0.1 10.1

500 - 600 45 7.1 33.5 3.2 38.7 0.1 0.1 5.4 0.2 11.7

600 - 700 46 6.6 31.0 3.3 39.4 0.1 0.1 6.1 0.2 13.2

700 - 800 47 6.1 28.7 3.5 40.0 0.1 0.1 6.7 0.2 14.6

800 - 900 48 5.6 26.5 3.6 40.5 0.1 0.2 7.3 0.3 15.9

900 - 1000 49 5.2 24.6 3.7 41.1 0.1 0.2 7.8 0.3 17.0

1000 - 1100 50 4.9 22.7 3.8 41.6 0.1 0.2 8.3 0.3 18.1

1100 - 1200 51 4.5 21.0 3.9 42.0 0.1 0.2 8.8 0.3 19.2

1200 - 1300 52 4.2 19.4 4.0 42.5 0.1 0.2 9.2 0.3 20.1

1300 - 1400 53 3.9 17.9 4.1 42.9 0.1 0.2 9.6 0.3 21.0

1400 - 1500 54 3.6 16.5 4.2 43.2 0.1 0.2 10.0 0.3 21.9

1500 - 1600 55 3.4 15.5 4.2 43.5 0.1 0.2 10.3 0.3 22.5

1600 - 1700 56 3.1 14.0 4.3 43.9 0.1 0.2 10.7 0.3 23.4

1700 - 1800 57 2.9 12.8 4.3 44.2 0.1 0.2 11.0 0.3 24.1

1800 - 1900 58 2.6 11.8 4.4 44.5 0.1 0.2 11.3 0.3 24.7

1900 - 2000 59 2.4 10.8 4.5 44.8 0.1 0.2 11.6 0.3 25.4

2000 - 2100 60 2.2 9.8 4.5 45.0 0.1 0.2 11.9 0.3 25.9

>2100 61 0.0 100.0

Table 7.1: Conversion of CT-number to elemental weights according to Schneider et

al. [SBS00] of 61 defined materials for Siemens Somatom Plus 4.
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7.1.3 Conversion of CT-pixel to DPM-voxel

Images from CT scanner Siemens Somaton Plus 4 have to be filled in a voxel-based

phantom into the MC code DPM for dose calculation. One image is composed by

512×512 pixels. To reduce storage and computation time, this image is reduced to

256×256 pixels. For a pixel P (i, j) in the reduced image, the Hounsfield valueH256(i, j)

is given by:

H256(i, j) =

1
∑

j′=0

1
∑

i′=0

H512(2i− i′, 2j − j′)

4
, (7.11)

where H512 is the Hounsfield value in the 512×512 image.

Figure 7.2: Representation of the pixels in two CT consecutive images.

During a radiosurgery CT examination, the patient is in supine position and images of

the head are acquired from feet to head direction. Considering that the first acquired

image (k = 1) is located at zct = dz/2, the coordinates of the center of a pixel P (i, j, k),
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where k represents the number of the image, are given by:













xctp

yctp

zctp

1













= Aijkct→pct













i

j

k

1













, (7.12)

where

Aijkct→pct
=















dxct 0 0 −dxct
2

0 dyct 0
−dyct

2
0 0 dzct −dzct

2
0 0 0 1















, (7.13)

where dxct is the distance between pixels P (i, j, k) and P (i+ 1, j, k), dyct the distance

between pixels P (i, j, k) and P (i, j+1, k) and dzct the distance between two consecutive

images or pixels P (i, j, k) and P (i, j, k + 1) (see Fig. 7.2). In order to transform CT-

pixels in DPM-voxels, we have to find a relationship between DPM reference system

and CT-reference system because they are different. Figure 7.3 shows the voxel-based

phantom as DPM defines.

Figure 7.3: Representation of the voxel (i′, j′, k′) in the DPM reference system.
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The coordinates of a pixel P (i, j, k) in DPM reference system are given by:












xdpmp

ydpmp

zdpmp

1













= Apct→pdpm













xctp

yctp

zctp

1













, (7.14)

where

Apct→pdpm
=













0 0 −1 Ndzct

1 0 0 0

0 −1 0 N ct
y dy

ct

0 0 0 1













, (7.15)

where N is the total number of images and N ct
y the total number of pixels in the y-axis

of the CT-reference system. Combining Eqs. 7.12 and 7.14, a pixel P (i, j, k) in the

CT-image is transformed in a voxel in the DPM reference system which coordinates

are given by:












xdpmp

ydpmp

zdpmp

1













= Aijk→pdpm













i

j

k

1













, (7.16)

where

Aijk→pdpm
= Apct→pdpm

Aijk→pct
, (7.17)

and with

1 ≤ i ≤ N ct
x ,

1 ≤ j ≤ N ct
y ,

1 ≤ k ≤ N.

For our images, N ct
x = N ct

y = 256, dxct = dyct =1.367 mm and dzct =2 mm. If Ndpm
x ,

Ndpm
y , Ndpm

z and ddpmx , ddpmy , ddpmz are respectively the numbers and dimensions of voxels

in the x - y- and z -axis, then:

Ndpm
x = N, ddpmx = dctz ;

Ndpm
y = N ct

x , ddpmy = dctx ;

Ndpm
z = N ct

y , ddpmz = dcty .
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Finally, the conversion of the pixel indices (i, j, k) in the CT-reference system to voxel

indices (i′, j′, k′) in the DPM reference system is given by:













i′

j′

k′

1













= Aijkct→i′j′k′
dpm













i

j

k

1













, (7.18)

where

Aijkct→i′j′k′
dpm

=













0 0 −1 N + 1

1 0 0 0

0 −1 0 N ct
y + 1

0 0 0 1













. (7.19)

The coordinates of center of the voxel V (i′, j′, k′) are calculated using Eq. 7.16.

7.1.4 Implementation of the CT-Interface

Once the list of materials is determined (61 in our case), it is necessary to process the

material data in order to pre-calculate all the cross-sections and energy losses for these

materials before performing a DPM simulation. All the characteristics of a defined

material (number of elemental elements, relative weight of each elemental element,

density) are included in the mati.in file where i is the number of the material. The

routine MATERIAL will process all themati.in files using as input penepN.tab and pen-

phN.tab files which are respectively electron/positron and photon elemental raw data

files. The routine PREDPM reads data files that are generated by the pre-processor

MATERIAL and generates series of output files which are the DPM material data in-

puts. Problem parameters such as cutoffs, list of materials are specified in a predpm.in

input file. All the procedure described above must be repeated if the list of materials or

a characteristic of a material has to be changed. Figure 7.4 shows a simplified diagram

of material pre-process procedure.
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MATERIAL

PREDPM

i=1,61

Mati.in

Preprocessed material data files

PenepN.tab

PenphN.tab

Predpm.in

DPM data material inputs

MATERIAL

PREDPM

i=1,61

Mati.in

Preprocessed material data files

PenepN.tab

PenphN.tab

Predpm.in

DPM data material inputs

Figure 7.4: Simplified diagram of DPM material pre-process procedure.

The in-house routine GENVOXEL was developed in order to read CT-images from

a patient and fills a file named patient.vox which contains all the information of a

voxel-based phantom according to DPM specifications. GENVOXEL attributes at

each CT-image pixel a material according to its Hounsfield value. Once the number

of voxels in each axis and the voxel size were introduced in patient.vox, GENVOXEL

writes in the same row the material number and density for each voxel. Each row

represents a voxel which coordinates are not in fact explicitly introduced. The 1st row

refers to the voxel (i′ = 1, j′ = 1, k′ = 1) with one corner in the (0,0,0) position and

the center at:

xdpmv = dxdpm/2, ydpmv = dydpm/2, zdpmv = dzdpm/2;

the 2nd row refers to the voxel (i′ = 1, j′ = 1, k′ = 2) centered at:

xdpmv = dxdpm/2, ydpmv = dydpm/2, zdpmv = 3dzdpm/2,

and so on. Row (Ndpm
z + 1) refers to the voxel (i′ = 1, j′ = 2, k′ = 1) centered at:

xdpmv = dxdpm/2, ydpmv = 3dydpm/2, zdpmv = dzdpm/2,

and finally, row (Ndpm
z ×Ndpm

y + 1) refers to the voxel (i′ = 2, j′ = 1, k′ = 1) centered

at:

xdpmv = 3dxdpm/2, ydpmv = dydpm/2, zdpmv = dzdpm/2.

The indices (i′, j′, k′) are calculated from Eq. 7.18.
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7.2 Stereotactic Transformation Interface

In order to perform stereotactic therapies based on the head frame, the planning data

must be transferred onto the patient. This transfer can be achieved with a high preci-

sion only if the planning data contain a stereotactic localization system which allows

stereotactic coordinates to be calculated. The stereotactic coordinate system is defined

by the stereotactic ring as shown in Fig. 7.5. With the patient in the supine position,

the stereotactic x -axis will point to the patient’s right-hand side, the y-axis will point

upwards from the head through the patient’s nose, the z -axis will point along the pa-

tient’s body axis towards the top of the head and finally, the origin of the axis is at

the center of the stereotactic ring.

+x
st

+y
st

+z
st0

Figure 7.5: Coordinate system of the stereotactic head ring.

7.2.1 Fiducial points

In order to obtain stereotactic coordinates from the images data, special localizers

attached to the head ring are used (see Fig. 7.6). Each localizer is constituted by 3

wires and the intersections of these wires with the image plane are called fiducial points

shown in Fig. 7.7. Figure 7.8 shows the positions of the fiducial points 1-3 as seen on

the CT-slice and in the anterior localizer.
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+x
st

+y
st

+z
st0

Figure 7.6: Stereotactic localizers mounted on the stereotactic head ring.
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Figure 7.7: Fiducial points in a CT-image.
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+y
ct

+x
ct

0

1
2

3 2

CT-image plane

+z
st

0+x
st

d1-2 d2-3

(a) (b)

d1-2 d2-3

1

3

Figure 7.8: Positions of the fiducial points 1-3 as seen (a) on the CT-slice and (b) in

the anterior localizer.

The stereotactic localizers are built in a such a way that the stereotactic coordinates

xst and yst of the fiducial points are given by:

P1 → xst1 =
zst1
2 , yst1 = dant;

P2 → xst2 = 0, yst2 = dant;

P3 → xst3 = −z
st
3
2 , yst3 = dant;

P4 → xst4 = −dleft, yst4 =
zst3
2 ;

P5 → xst5 = −dleft, yst5 = 0;

P6 → xst6 = −dleft, yst6 = −z
st
3
2 ;

P7 → xst7 = −z
st
7
2 , yst7 = −dpost;

P8 → xst8 = 0, yst8 = −dpost;
P9 → xst9 =

zst9
2 , yst9 = −dpost;

P10 → xst10 = dright, yst10 = −z
st
10
2 ;

P11 → xst11 = dright, yst11 = 0;

P12 → xst12 = dright, yst12 =
zst10
2 ;

(7.20)

where dant, dleft, dpost and dright are the distances between the localizer plates anterior,

left, posterior and right respectively and the z -axis. In our case:

dant = dleft = dpost = dright = dp = 111.3 mm.

Using the distance between the fiducial points in each localizer, the coordinates (xst, yst, zst)

of each fiducial point can be calculated. To show how these points can be calculated,

we will use the anterior localizer. For the other localizers, the rational is the same.
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According to Fig. 7.8 (b), we have the following equations:

(d1−2 + d2−3)
2 = (xst1 + |xst3 |)2 + (zst1 − zst3 )2, (7.21)

xst1
|xst3 |

=
d1−2

d2−3

, (7.22)

where d1−2 is the distance between points 1 and 2 and d2−3 the distance between points

2 and 3. According to the characteristics of the anterior localizer we have:

zst1 = 2xst1 , (7.23)

zst3 = 2|xst3 |. (7.24)

Combining Eqs. 7.21-7.24 we obtain:

xst1 =
d1−2 + d2−3

√

5 + 5

(

d2−3

d1−2

)2

− 6
d2−3

d1−2

. (7.25)

The coordinate xst3 is given by:

xst3 = −xst1
d2−3

d1−2

. (7.26)

Finally, the coordinate zst2 is simply given by:

zst2 = (zst1 − zst3 )
d2−3

d1−2 + d2−3

+ zst3 . (7.27)

Thus, for the points 1, 2 and 3 of the anterior localizer, we have:

P1 → xst1 =
d1−2 + d2−3

√

5 + 5

(

d2−3

d1−2

)2

− 6
d2−3

d1−2

, yst1 = dp, zst1 = 2xst1 ;

P2 → xst2 = 0, yst2 = dp, zst2 = (zst1 − zst3 )
d2−3

d1−2 + d2−3
+ zst3 ;

P3 → xst3 = −xst1
d2−3

d1−2
, yst3 = dp, zst3 = 2|xst3 |.

For the points 4, 5 and 6 of the left localizer, we have:

P4 → xst4 = −dp, yst4 =
d4−5 + d5−6

√

5 + 5

(

d5−6

d4−5

)2

− 6
d5−6

d4−5

, zst4 = 2yst4 ;

P5 → xst5 = −dp, yst5 = 0, zst5 = (zst4 − zst6 )
d5−6

d4−5 + d5−6
+ zst6 ;

P6 → xst6 = −dp, yst6 = −yst4
d5−6

d4−5
, zst6 = 2|yst6 |.
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For the points 7, 8 and 9 of the posterior localizer, we have:

P7 → xst7 = −xst9
d7−8

d8−9
, yst7 = −dp, zst7 = 2|xst7 |;

P8 → xst8 = 0, yst8 = −dp, zst8 = (zst9 − zst7 )
d7−8

d7−8 + d8−9
+ zst7 ;

P9 → xst9 =
d7−8 + d8−9

√

5 + 5

(

d7−8

d8−9

)2

− 6
d7−8

d8−9

, yst9 = −dp, zst9 = 2xst9 .

Finally, for the points 10, 11 and 12 of the right localizer, we have:

P10 → xst10 = dp, yst10 = −yst12
d10−11

d11−12
, zst10 = 2|yst10|;

P11 → xst11 = dp, yst11 = 0, zst11 = (zst12 − zst10)
d10−11

d10−11 + d11−12
+ zst10;

P12 → xst12 = dp, yst12 =
d10−11 + d11−12

√

5 + 5

(

d10−11

d11−12

)2

− 6
d10−11

d11−12

, zst12 = 2yst12.

7.2.2 Transformation

In the last section, we have calculated the coordinates of the fiducial points in the

stereotactic reference system. The coordinates of each fiducial point are also calculated

in the CT-reference system. It is now necessary to have a single coordinate transforma-

tion between the CT-reference system and the stereotactic reference system. It is also

possible to calculate a coordinate transformation for each CT-slice but the accuracy

will be worst than using a global transformation including all the CT-slices [LKH+94].

Lemieux et al. have used a Volume Transformation Matrix (VTM), Fv, which is a

4-by-4 matrix that maps pixel coordinates onto stereotactic frame coordinates. The

VTM is a homogeneous transformation matrix that can include rotations, translations

and scaling. Geometrically, only four non-coplanar fiducial points are necessary to

calculate VTM. However, since the localization of these fiducial points is subject to

error, this will result in an inaccurate VTM. If we denote (xctfi
, yctfi

, zctfi
) and (xstfi

, ystfi
, zstfi

)

the coordinates of a fiducial point i in the CT-reference system and in the stereotactic

reference system respectively, the mapping, for n fiducial points, is given by:












xstf1 xstf2 ... xstfn

ystf1 ystf2 ... ystfn

zstf1 zstf2 ... zstfn

1 1 ... 1













= Fv













xctf1 xctf2 ... xctfn

yctf1 yctf2 ... yctfn

zctf1 zctf2 ... zctfn

1 1 ... 1













, (7.28)
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or

Xst
f = FvX

ct
f . (7.29)

The relationship between the stereotactic reference system and the DPM reference

system is given by:

Xst
f = GvX

dpm
f , (7.30)

where

Gv = FvA
−1
pct→pdpm

. (7.31)

Using the formalism of Eq. 7.29, we can write for a fiducial point i :

xstfi
= Fv1X

ct
fi

= Fv1













xctfi

yctfi

zctfi

1













, (7.32)

ystfi
= Fv2X

ct
fi

= Fv2













xctfi

yctfi

zctfi

1













, (7.33)

zstfi
= Fv3X

ct
fi

= Fv3













xctfi

yctfi

zctfi

1













, (7.34)

where Fv1, Fv2 and Fv3 are 1-by-4 matrix representing respectively the 1st, 2nd and 3rd

row of the Fv matrix.

When n > 3, a least-squares solution that minimizes the residual, R2 given by:

R2 =
n
∑

i=1

(xstfi
− Fv1X

ct
fi

)2 +
n
∑

i=1

(ystfi
− Fv2X

ct
fi

)2 +
n
∑

i=1

(zstfi
− Fv3X

ct
fi

)2, (7.35)

is obtained. Unfortunately, the solutions found Fv1 , Fv2 and Fv3 using the residual R2

of Eq. 7.35 lead to inaccurate results. In fact, we have to guarantee that for example

for point 1 of the anterior localizer (see Fig. 7.8), the relation 2|x′stf1 | = z′stf1 is still true
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(x′stf1 and z′stf1 are calculated with the solutions found Fv1 and Fv3). Thus, Eq. 7.35

must be modified where, due to the characteristics of the localizers, some geometrical

constraints must be imposed. Equation 7.35 can be rewritten as following:

R2 =
n
∑

i=1

(xstfi
− Fv1X

ct
fi

)2 +
n
∑

i=1

(ystfi
− Fv2X

ct
fi

)2 + r2
z , (7.36)

where r2
z represents the imposed geometrical constraint.

Using the nomenclature of Fig. 7.8, for the n1 points 1, 3, 7 and 9, we have:

r2
z1−3−7−9

=

n1
∑

i=1

(2|Fv1Xct
fi
| − Fv3X

ct
fi

)2. (7.37)

For the n2 points 4, 6, 10 and 12, the constraint is:

r2
z4−6−10−12

=

n2
∑

i=1

(2|Fv2Xct
fi
| − Fv3X

ct
fi

)2. (7.38)

For the n3 points 2 and n4 points 8:

r2
z2

=

n3
∑

i=1

( |Fv1X
ct
1i
|Fv3Xct

3i
+ |Fv1Xct

3i
|Fv3Xct

1i

|Fv1Xct
1i
| + |Fv1Xct

3i
| − Fv3X

ct
2i

)2

, (7.39)

r2
z8

=

n4
∑

i=1

( |Fv1X
ct
7i
|Fv3Xct

9i
+ |Fv1Xct

9i
|Fv3Xct

7i

|Fv1Xct
7i
| + |Fv1Xct

9i
| − Fv3X

ct
8i

)2

. (7.40)

Finally, for the n5 points 5 and n6 points 11:

r2
z5

=

n5
∑

i=1

( |Fv2X
ct
4i
|Fv3Xct

6i
+ |Fv2Xct

6i
|Fv3Xct

4i

|Fv2Xct
4i
| + |Fv2Xct

6i
| − Fv3X

ct
5i

)2

, (7.41)

r2
z11

=

n6
∑

i=1

( |Fv2X
ct
10i

|Fv3Xct
12i

+ |Fv2Xct
12i

|Fv3Xct
10i

|Fv2Xct
10i

| + |Fv2Xct
12i

| − Fv3X
ct
11i

)2

. (7.42)

Thus:

r2
z = r2

z1−3−7−9
+ r2

z4−6−10−12
+ r2

z2
+ r2

z5
+ r2

z8
+ r2

z11
, (7.43)

with n = n1 + n2 + n3 + n4 + n5 + n6.

Once Fv is determined, it is possible to calculate the tilts of the stereotactic ring

in the DPM reference system. This will be important in the future determination of

the starting position and direction of a source particle. We will denote ψctx , ψcty and ψctz
the tilt angles of the stereotactic ring around respectively, the xct-, yct- and zct-axis of
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the CT-image reference system. Let us consider 2 points P1 and P2 whose coordinates

are (xst1 , y
st
1 , z

st
1 ), (xst2 , y

st
2 , z

st
2 ) in the stereotactic reference system and (xct1 , y

ct
1 , z

ct
1 ),

(xct2 , y
ct
2 , z

ct
2 ) in the CT-image reference system. According to CT-image and stereotac-

tic reference system orientations, the tilt angles of the ring in the CT-reference system

are given by:

ψctx = arctan
zct1 − zct2
yct2 − yct1

=

F−1
v3













xst1

yst1

zst1

1













− F−1
v3













xst1

0

zst1

1













F−1
v2













xst1

yst1

zst1

1













− F−1
v2













xst1

0

zst1

1













, (7.44)

ψcty = arctan
zct1 − zct2
xct2 − xct1

=

F−1
v3













xst1

yst1

zst1

1













− F−1
v3













0

yst1

zst1

1













F−1
v1













xst1

yst1

zst1

1













− F−1
v1













0

yst1

zst1

1













, (7.45)

ψctz = arctan
xct1 − xct2
yct2 − yct1

=

F−1
v1












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







, (7.46)

where F−1
v2 , F

−1
v2 and F−1

v2 are respectively the 1st, 2nd and 3rd row of the F−1
v matrix.

In the stereotactic reference system, we have:

ψstx = −ψctx , ψsty = −ψcty , ψstz = ψctz , (7.47)
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and in the DPM reference system:

ψdpmx = −ψctz , ψdpmy = ψctx , ψ
dpm
z = −ψcty . (7.48)

7.2.3 Implementation and validation

In order not to reduce the accuracy of the transformation, Fv is calculated taking into

account the original 512×512 CT-images. The in-house routine LOCATEGLOBALEV

searches in each CT-images the fiducial points and calculates for these points the stereo-

tactic coordinates. An output file patient.st is created. The routine Microsoft ExcelTM

SOLVER based on the Generalized Reduced Gradient (GRG2) nonlinear optimization

code [LWJ+78] reads patient.st and calculates Fv. Figure 7.9 shows the results of the

stereotactic transformation and compares with the results given by the commercial

TPS STP3 in two distinct patient cases. A very good agreement was found between

the results thus indicating that our transformation is accurate. This accuracy is also

confirmed by results of the ring tilts presented in Table 7.2.
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Figure 7.9: Stereotactic transformation results in two patient cases.
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Angle (degrees) Case 1 Case 2

GlobalTrans STP3 GlobalTrans STP3

ψct
x 0.62 0.74 0.63 0.71

ψct
y 0.14 0.09 0.20 0.09

ψct
z 1.94 2.10 2.78 2.81

Table 7.2: Tilts of the ring in the CT-reference system for two cases compared with

ones calculated by the commercial TPS STP3.

7.3 Source Interface

In Chapter 6, we have developed a multiple source model where the characteristics of

the photons in scoring plane 2 were sampled from 1-D and 2-D histograms. Radio-

surgery treatments are characterized by no-coplanar arcs. That is, we have to calculate

the new position and direction of a sampled photon from the multiple source model,

taking into account the positions of the gantry and the couch of the accelerator, but

also the tilts of the ring. We will denote θg and ϕc the angles of the gantry and couch

according to DIN-6847 standard norm (see Fig. 7.10).

270

90
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315

0

270

180

0

90

+x
dpm

+z
dpm

+y
dpm

Figure 7.10: Angle definitions of the linear accelerator according to the DIN-6847

standard. The DPM reference system is also represented.
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7.3.1 Rotation transformations

If we first consider that the isocenter of the accelerator is located at (0, 0, 0) in the

DPM reference system and (xs, ys, zs) the coordinates of the sampled photon (from the

multiple source model) in the DPM reference system, the new coordinates (xs1, y
s
1, z

s
1)

of the photon, taking into account the rotations of the gantry and the couch (see Fig.

7.11), are given by:








xs1

ys1

zs1









= Bθg,ϕc









xs

ys

zs









, (7.49)

where

Bθg,ϕc
=









cosϕc − cos θg sinϕc − sin θg sinϕc

sinϕc cos θg cosϕc sin θg cosϕc

0 − sin θg cos θg









. (7.50)

The new cosines vectors are thus simply given by:

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


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
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

= Bθg ,ϕc








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







, (7.51)

where (us, vs, ws) are the cosines vectors in the DPM reference system of the sampled

photon in scoring plane 2. It must be reminded that (xs, ys, zs) and (us, vs, ws) are

given in the DPM reference system with of course θg = ϕc = 0.

+z
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+x
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+y
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0

qg

jc

Scoring plane 2

Figure 7.11: Angle definitions of the gantry (θg) and couch (ϕc) of the accelerator

according to the DPM reference system.
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Now, we have to take into account the tilts of the ring in the DPM reference system.

The coordinates of the photon are then given by:








xs2

ys2

zs2









= Bψ









xs1

ys1

zs1









, (7.52)

where

Bψ =

(

cosψst
x cosψst

y − sinψst
x sinψst

y sinψst
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y cosψst
z − sinψst

x cosψst
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x sinψst
y sinψst

z
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x sinψst

y + sinψst
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y sinψst
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y cosψst
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x sinψst
y + cosψst

x cosψst
y sinψst

z

sinψst
x cosψst

z − sinψst
z cosψst

x cosψst
z

)

.

(7.53)

The cosines vectors are also given by:

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
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

= Bψ
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
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

. (7.54)

Combining Eqs. 7.49 with 7.52 and 7.51 with 7.54, the coordinates and cosines vectors

of a photon sampled from the scoring plane taking into account the rotations of the

gantry and the couch of the accelerator and also the tilts of the ring are given by:








xs2

ys2

zs2


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= BψBθg ,ϕc
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, (7.55)

and



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
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



= BψBθg ,ϕc








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







. (7.56)

Finally, all the calculations were performed taking into account that the coordinates of

isocenter of the accelerator in the DPM reference system was (0, 0, 0). If the coordinates

of the isocenter are (xdpmiso , y
dpm
iso , z

dpm
iso ), the final coordinates of the sampled photons are

simply given by:

xs3 = xs2 + xdpmiso , (7.57)

ys3 = ys2 + xdpmiso , (7.58)

zs3 = zs2 + xdpmiso . (7.59)
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7.3.2 Implementation

The characteristics of the photon in the scoring plane 2 are given by the in-house

routine SOURCE−GENERATOR which reads the 1-D and 2-D histograms where

the multiple source model is recorded. Once the coordinates and direction of the

starting photon were determined in the DPM reference system, the in-house routine

ROTATION3D−TAC calculates the new coordinates and direction of the photon tak-

ing into account the gantry and couch rotations and also the ring tilts.

At this stage, any simulation can not be performed yet. This is simply due to the defini-

tion of the DPM voxel-based phantom. In our simulations, the DPM phantom is filled

with the CT-images. Any starting particle from scoring plane 2 is thus located outside

the cube, which defines the phantom. In DPM simulations, the starting point of the

particles must be located inside the cube. The in-house routine CROSS−PLANES3D

calculates the coordinates (xsdpm, y
s
dpm, z

s
dpm) of a point P s

dpm, which is the intersection

between the line passing through the point (xs3, y
s
3, z

s
3) which direction is defined by

(us2, v
s
2, w

s
3), and the nearest face of the DPM cube phantom. Thus, P s

dpm is the starting

point of the photon for simulation.

The purpose of our MC-based TPS is a post-planning dose calculation evaluation.

That is why the coordinates of the isocenter (xdpmiso , y
dpm
iso , z

dpm
iso ) are calculated by our

stereotactic transformation using the stereotactic coordinates given by STP3. In STP3,

the arcs are subdivided into fixed beams. Then, the same fixed beams will be used for

the simulations. Figure 7.12 summarizes the implementation of the source interface.
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Figure 7.12: Simplified diagram of the Source Interface implementation.

7.4 Clinical cases

In this section, we will present results given by our simulations for two distinct cases.

The two treated cases were arteriovenous malformation (AVM) localized in the brain.

Table 7.3 shows the characteristics of each case. Calculations were performed using a

Pentium IV processor (CPU=2.8 GHz) and 256 Mb RAM. For case 1, two sub-cases

were simulated: the first one (Case 1.a) considering that all the materials are water,

and the second (Case 2.a) taking into account the heterogeneities. For case 2, only

one simulation was performed taking into account the heterogeneities. The number of

histories for each fixed beam was 2.1×108. This number for the 11 mm additional col-

limator was fixed using the results presented in Table 6.3. Table 7.4 shows the average

CPU time per fixed beam for each cases and the associated dose relative error at the

isocenter.
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Case 1 Case 2

Target volume (cm3) 2.4 1.7

Isocenter coordinates in stereotactic reference system (mm) (−44.9,−56.1, 57.1) (−24.2, 8.4, 40.7)

Tilts (degrees)

ψct
x 0.62 0.63

ψct
y 0.14 0.20

ψct
z 1.94 2.78

Additional collimator 11 11

Number of arcs 5 6

Couch positions ϕc (degrees according to IEC) 18,36,54,72,90 0,30,60,90,300,330

Gantry arc (degrees according to IEC)

Start 100 20 (ϕc=0,30,60,90)

340 (ϕc=300,330)

Stop 172 160 (ϕc=0,30,60,90)

200 (ϕc=300,330)

Number of fixed beams 25 48

Dose at isocenter (Gy) 20 (100%) 18.8 (100%)

Reference isodose Pr in STP3 (Gy) 15 (75%) 15 (79.8%)

Table 7.3: Plan characterization for two patient cases. The reference isodose Pr is

the isodose that involves at least 90% of the volume the target.

Case 1.a Case 1.b Case 2

Average CPU time/Fixed beam (hours) 2.38 3.28 2.36

Dose error at isocenter ±0.22% ±0.22% ±0.17%

Table 7.4: Average CPU time per fixed beam and dose associated error at isocenter

for simulations performed with 2.1×108 histories (per fixed beam) using the 11 mm

additional collimator.
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The first important result and shown in Tables 7.5 and 7.6 deals with the maximum

dose value and its localization. MC simulations show that if the heterogeneities are

taking into account, there is an increase of 1.9% for Case 1 and 1.8% for Case 2 of the

value of the maximum dose compared with the values given by STP3. It is interesting

to notice that this increase is of the same order as that found by Rugsti et al. [RRJ+98].

This increase can be clinically relevant. Also relevant can be the new localization found

by MC simulations for the maximum dose. In the two cases with heterogeneities, it

has been found that the maximum dose is located outside the target volume compared

with STP3.

STP3 Case 1 RMSM Case 1.a RMSM Case 1.b

Value of maximum dose (%) 102.5 102.4 104.4

Stereotactic coordinates

of maximum dose (mm) (−47.3,−61.4, 59.9) (−48.2,−62.0, 61.9) (−50.5,−64.5, 63.9)

Localization of maximum dose in target in target outside target

(in cranial bone)

Table 7.5: Comparison between maximum dose points calculated by STP3 and

RMSM for cases 1.a and 1.b.

STP3 Case 2 RMSM Case 2

Value of maximum dose (%) 100.5 103.3

Stereotactic coordinates

of maximum dose (mm) (−24.2, 8.6, 42.6) (−27.81, 12.15, 42.7)

Localization of maximum dose in target outside target

Table 7.6: Comparison between maximum dose points calculated by STP3 and

RMSM for case 2.

Unfortunately, only qualitative dose distribution comparisons with the commercial

TPS STP3 can be performed since STP3 does not allow exporting data such as volumes

(for dose volume histogram representations), dose matrix distributions. Comparisons

between STP3 and simulations results are obtained using the normalized dose distribu-

tions (100% at isocenter) in the axial, coronal and sagittal planes where the isocenter

is localized. It is perfectly visible in Figs. 7.13-7.27 that, in all the cases, the 95% iso-

dose given by MC simulations is smaller than that calculated by STP3. Also perfectly

visible is that the 10% isodose calculated by MC is always larger than that calculated

by STP3. For Case 1, it seems that there are no significant differences between STP3

and MC results for isodoses 90, Pr, 50% (Pr is the isodose that involves at least 90%
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of the volume the target in STP3) even in case 1.b where the heterogeneities and the

inferior pin and support are taken into account. This is probably due to the fact that,

in this region, there is no large differences between material densities (v 1 for brain

and from 1.2 to 2 for cranial bone region). When the target is located near a high

region density, which is exactly Case 2, some important differences appear. The effect

of the high density region is visible in the axial plane as shown in Figs. 7.22 and 7.23

where isodoses 95 and 90% calculated by STP3 are different from those calculated by

MC. Figures 7.22 and 7.23 also show that due to this high density heterogeneity, the

isodoses are stretched in the zdpm-axis as well shown in the sagittal plane (see Figs.

7.26 and 7.27).

95
90
Pr
50
20
10

Figure 7.13: Dose distribution calculated by STP3 for case 1 in the axial plane.
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Figure 7.14: Dose distribution calculated without heterogeneities by RMSM for case

1.a in the axial plane.

Figure 7.15: Dose distribution calculated with heterogeneities by RMSM for case

1.b in the axial plane.
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Figure 7.16: Dose distribution calculated by STP3 for case 1 in the coronal plane.

Figure 7.17: Dose distribution calculated without heterogeneities by RMSM for case

1.a in the coronal plane.
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Figure 7.18: Dose distribution calculated with heterogeneities by RMSM for case

1.b in the coronal plane.
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Figure 7.19: Dose distribution calculated by STP3 for case 1 in the sagittal plane.
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Figure 7.20: Dose distribution calculated without heterogeneities by RMSM for case

1.a in the sagittal plane.

Figure 7.21: Dose distribution calculated with heterogeneities by RMSM for case

1.b in the sagittal plane.
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Figure 7.22: Dose distribution calculated by STP3 for case 2 in the axial plane.

Figure 7.23: Dose distribution calculated with heterogeneities by RMSM for case 2

in the axial plane.



7.4 Clinical cases 201

Figure 7.24: Dose distribution calculated by STP3 for case 2 in the coronal plane.

Figure 7.25: Dose distribution calculated with heterogeneities by RMSM for case 2

in the coronal plane.
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Figure 7.26: Dose distribution calculated by STP3 for case 2 in the sagittal plane.

Figure 7.27: Dose distribution calculated with heterogeneities by RMSM for case 2

in the sagittal plane.
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This study has shown that, when the target is localized in regions with low differences

in material density, MC results are not so different than the results given by STP3.

Great differences appear when the target is localized near a high density region. This

last result is particularly important if we consider not only SRS treatments but also

stereotactic radiotherapy treatments (SRT). For example, in head and neck treatments

using SRT procedure, lesions are localized in regions with large density differences:

bone, soft tissue, air cavities. In this region, Rodrigues [Rod02] has found differences

between MC calculations and commercial TPS results of the order of 10% for conven-

tional radiotherapy photon beams. Our model can be easily adapted to SRT proce-

dures, using CBI techniques, modifying only the stereotactic transformation interface.

This will, for sure, improve the accuracy of the calculated dose distributions in SRT

procedures.
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Conclusions

Two main objectives were delineated in the beginning of this work. The first one was

to determine the most accurately as possible the absorbed dose delivered by narrow

photon beams. Linked to this objective was the problematic of the behavior of the

depth of maximum dose for such narrow photon beams. The second main objective

was to develop a fast and as accurate as possible MC-based radiosurgery treatment

planning for post-treatment verification.

A full MC simulation of the Siemens Mevatron KD2 linear accelerator head in 6 MV

photon mode was performed. The resulting Phase Space Data was validated through a

common approach which was to compare the calculated dose distributions for each ad-

ditional collimator with the results obtained from different measurement methods and

try to find a internal self-consistency. A good agreement between the calculated and

depth dose curves measured with the diode, the Markus and the PinPoint detectors,

for depths higher than 10 mm was found although it exists a tendency of over-response

by the Markus detector and under-response by the PinPoint detector for the smallest

additional collimators and at large depths. For off axis ratio, calculations were found to

be in a good agreement with measurements performed with the diode. The PinPoint

chamber is not adequate to resolve accurately the dose in the penumbra due to its

volume effect. The film, although better than the PinPoint chamber in the penumbra

region, overestimates the dose in the low-dose region due to calibration difficulties.

Thus, it can be concluded that the diode detector is a good choice for depth dose

and off axis ratio measurements for narrow photon beams. Due to the lack of lateral

electron equilibrium, the type and size of the detectors were shown to have a great

influence in the correct determination of the output factors for the smallest narrow

photon beams. Great differences between calculated and measured OF were found for

these smallest fields. MC calculations were shown to be the most accurate method for

OF determination.
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The behavior of dmax for narrow photon beams was fully understood studying the

details of the scattered photon and electron processes in water. The depth of maxi-

mum dose dmax increases as the size of the additional collimator increases for narrow

photons beams used in radiosurgery and that was confirmed by the MC simulations.

This phenomenon is opposite to what happens in conventional radiotherapy photon

beams. Although the additional collimator scatter dose component is not negligible,

the dmax associated to this component remains unchanged as the size of the additional

collimator increases. Photons that have no interactions in the additional collimators

mainly determine the shift in dmax for narrow photon beams. MC simulations in water

showed that secondary electrons contributing to the central axis dose could be divided

in two groups. Electrons from one photon collision are originated far way from the

central axis and can deposit dose deeper from their point of origin. However there are

electrons from more than one photon collision originated very near the beam central

axis that deposit dose locally. It was demonstrated that also these electrons contribute

to the same effect in dmax. Finally, it was demonstrated that the changes in the initial

gradient of the depth dose curves as the size of the additional collimators increases,

are due to the contributions of electrons originated from one photon collision processes

in water. The increasing use of small photon fields not only in radiosurgery but also,

more and more often, in intensity modulated radiotherapy (IMRT) beam segments,

raises the interest of this kind of detailed study.

Due to the great limitation in time and storage capacity in full MC simulations, a

multiple source model applied to radiosurgery was developed. To achieve this goal, a

full characterization of the narrow photons beams produced by radiosurgery additional

collimators was performed. This full characterization showed that electron contribu-

tions could be neglected. Also, most of the photons in the radiation beam came from

the accelerator head components, particularly form the target. Finally the photons

originated in the additional collimators can be separated in two components. For each

additional collimator simulation, eight relevant virtual sources were considered: five

representing the accelerator head components and three representing the additional

collimator. Beam reconstructions were performed sampling stored 1-D and 2-D distri-

butions. For direction determination, a sampling was performed in the stored cosine

direction distributions for virtual sources representing the additional collimators. Using

the very fast code DPM, dose distributions were calculated in a water phantom and a

very good agreement was found with measurements.
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Our model, which is the dose engine of a MC-based treatment planning system, was

applied to real complex clinical cases. Due to the particularity of the MC DPM, a

CT-interface was developed to include the CT-images characteristics into voxel-based

geometry. Using a developed stereotactic transformation interface, the positions of the

virtual sources, simulating the arcs, were easily determined. In the two studied real

cases, our MC based treatment planning has shown that, when the target is localized

in regions with low differences in material density, results are not so different than

results given by our commercial treatment planning. Great differences appear when

the target is localized near a high density region. The relevance of such differences

depends on the type of target (tumor, AVM), dimension and localization. This is

why plan dose distributions are discussed by a multidisciplinary team to try to find the

best compromise between what the Physician wants and what the Physicist can deliver.

Our treatment planning was developed to be a post-treatment verification tool. Fur-

ther work has to be done to really substitute a conventional treatment planning. First,

tools to delineate volumes have to be introduced in our system. This will allow the

evaluation of plans using dose volume histograms. Second, the determination of the

accelerator monitor units have to be included. Finally, using a CPU cluster and with

the constant increase of CPU velocities, the overall calculation process will drastically

decrease. This can be performed because our model calculates each fixed beam in

separate runs.

In this thesis, we cared about radiosurgery treatments performed with conical ad-

ditional collimators producing narrow photon beams. In the past few years, more and

more sophisticated delivery techniques appeared. One of the most widely spread is the

use of the micro multileaf. The shape of the irradiation beam is adjusted to the lesion

volume. Treatment can be performed using a pre-determined number of static beams

or using arcs where the beam shapes are dynamically adjusted to the lesion. The accu-

rate determination of the absorbed dose in the patients is very problematic especially

when plans are based on IMRT techniques. It will be, for sure, a great and enthusiastic

challenge to apply the Monte Carlo methods to simulate such beams. The thorough

examination and understanding of the details of basic dosimetry of such beams and

associated microscopic processes of energy deposition phenomena will contribute to

more accurate dose calculations in order to fulfill the ultimate aim of those demanding

modern radiotherapy techniques.
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